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Abstract

We investigate the effect of steric and hydrodynamic interactions (HI) on quiescent

diffusion and flow-driven transport of finite-sized nanoparticles through periodic 2D

(two-dimensional) and 3D (three-dimensional) nanopost arrays using Stokesian

dynamics simulations. We find that steric and HI hinder particle diffusivity under qui-

escent conditions and enhance longitudinal dispersion under flow. Moreover, the

presence of HI leads to a power-law increase in the longitudinal dispersion coeffi-

cient with Pe due to spatial variations in the fluid velocity. Lastly, our simulations

reveal that longitudinal particle dispersion coefficients behave similarly in 2D and 3D

when HI are included.
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1 | INTRODUCTION

Understanding the transport of nanoparticles through geometrically

complex porous media is a problem with widespread implications in

chemical engineering. Nanoparticles synthesized in solution, for

example, are separated and purified using gel electrophoresis,1 size-

exclusion chromatography,2 or membrane3 processes, requiring parti-

cles to be transported through small channels or pores in gels,

columns, or membranes. Nanoparticles used to enhance oil recovery,4

by modifying the viscosity of sweep fluids5 or the wetting properties

of nearby interfaces,6,7 must be transported to regions of low perme-

ability within reservoirs. Similarly, the effectiveness of therapeutic

nanoparticles depends on their ability to transport through narrow

blood capillaries8 or penetrate deep into tumors.9,10 Finally, control-

ling the spatial distribution of nanoparticles flowed into confined

geometries,11 arising as one example during infiltration into a fiber

matrix,12 is required to attain the exceptional functional or mechanical

properties of particle-laden nanocomposites.13 In each of these appli-

cations, the particle size is comparable to the confining length scale,

such as a pore or throat diameter. Hence, designing processes to

deliver particles deep within a porous medium requires methods to

understand the influence of physical interactions arising from strong

confinement on particle transport.

Particle transport in a disordered medium has been traditionally

described through macroscopic parameters such as tortuosity, poros-

ity, and pore connectivity.14,15 Both molecular diffusive and advective

processes contribute to asymptotic (long-time) dispersion, and the rel-

ative contribution from each process is determined by the Péclet

(Pe) number, the ratio of the rates of advective and diffusive trans-

port. When particles are small compared to characteristic length

scales within the medium, asymptotic dispersion is controlled by

molecular diffusion when Pe is small and by advection when Pe is

large.16 Particle velocity profiles at the pore scale reflect the local spa-

tial heterogeneity,17 but do not affect asymptotic dispersion when Pe

is large.18 The use of macroscopic geometric parameters relies on the

assumption that the disordered structure of the medium uniformly

mixes the fluid,14 such that the particles fully sample the void space

within the medium.19 If, instead, particles cannot fully sample the void

space, deviations from this picture can arise. Particles flowed through

ordered media, for example, may follow deterministic20,21 or time-

periodic22,23 trajectories, so that transport is intimately coupled to

geometry. Likewise, particles whose size is close to that of channels

or voids in the medium may be excluded from accessing slow stream-

lines near surfaces.24 As one consequence, particles move through

the medium more rapidly and exhibit “early breakthrough” relative to

tracers.25,26 These examples suggest that, in many scenarios,
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developing insight into the controlling physics27 requires methods to

link pore–scale interactions to macroscopic transport.

Particles whose size is comparable to length scales within the

porous medium interact sterically and hydrodynamically with the

medium during transport. Steric interactions make a fraction of

the fluid volume in the porous medium inaccessible to the center

of the particles, and hydrodynamic interactions (HI) lead to an increase

in the drag force on the particles.28,29 The importance of these physi-

cal interactions on particle dynamics has been investigated in several

contexts. For example, steric and hydrodynamic interactions reduce

particle diffusivity significantly in fibrous media.30,31 Accurate model-

ing of HI is necessary to predict evolution of particle deposition in

channel flow.32 Finally, HI strongly affect the reorientation of particles

at 2D interfaces and hence their aggregation kinetics.33 There remains

a need, however, to understand how steric and hydrodynamic interac-

tions induced by nearby surfaces affect dispersion in strongly con-

fined porous media.

Theoretical and computational studies of pore–scale transport

have often focused on the dispersion of infinitesimally small particles.

Approaches include the method of spatial moments, in spatially peri-

odic porous media;34 volume averaging, in both ordered and random

porous media;35 and particle tracking combined with the lattice

Boltzmann method.36 Because particles in these studies are very

small, however, physical interactions with the medium do not play an

important role in the dispersion. Probing the effects of physical inter-

actions on the transport of finite-sized particles in porous media

instead requires methods that can capture long-range HI. Stokesian

dynamics (SD)37 is a powerful method that can accurately account for

HI between a particle and the porous medium. In this method, long-

range, many-body HI are included via the far-field mobility matrix, and

short-range lubrication interactions are included via a two-body resis-

tance matrix.37 This method has been successfully used to assess the

applicability of the Brinkman equation to porous media,38 to probe

the dynamics of a suspension of rigid spherical particles in a Newto-

nian fluid,39 and to investigate particle deposition, bridging, and cake

formation during filtration.40 It has been used to calculate local trans-

port coefficients in studies of dispersion of a finite-sized particle in an

array of parallel fibers for Péclet numbers 0 < Pe < 1 using generalized

Taylor dispersion theory.41,42 Nonetheless, a complete understanding

of the distinctive effects of steric and both near-field lubrication and

far-field hydrodynamic interactions on particle dispersion in porous

media remains elusive. Furthermore, open questions also remain

about the effect of system dimensionality on transport and how dis-

persion processes differ in quasi-2D43-45 and 3D systems.

In this paper, we investigate the effect of steric and hydrody-

namic interactions on particle diffusion and dispersion in 2D (two-

dimensional) and 3D (three-dimensional) periodic nanopost arrays,

which are systems commonly used in fundamental studies of confined

transport processes43-45 and applications such as deterministic lateral

displacement20,46 and hydrodynamic chromatography .47-49 We find

that quiescent diffusion decreases with confinement, as expected,

and this decrease is significantly enhanced by inclusion of HI. Under

flow conditions, HI leads to markedly enhanced longitudinal

dispersion at high Pe for all confinements. These behaviors are shown

to arise from long-range HI between the particles and nanoposts as

opposed to short-range lubrication forces. Lastly, when HI are

included, we observe that system dimensionality has no qualitative

effect on particle transport behavior, although some quantitative dis-

crepancies are observed due to differences in modeling the porous

media in 2D and 3D. Our study provides the necessary foundation for

understanding the effects of HI and geometry on dispersion in realis-

tic models of porous media.

2 | METHODS

To analyze the effect of system dimensionality on particle transport,

we performed SD simulations of both 3D and 2D arrays of nanoposts.

The 3D nanoposts were modeled as immobile chains of tangential

spheres of diameter dnp. The chains were arranged on a square peri-

odic lattice in the xy-plane, with their major axes aligned along the z-

direction of the simulation cell (Figure 1a). This representation of the

solid phase is similar to the well-established cylindrical fiber models

that have been employed in previous SD simulations of confined par-

ticle transport.41,42 Similar models have also been recently employed

to investigate particle diffusion in hydrogel networks using SD.30,31,50

The 2D nanoposts were modeled as the limiting case of the 3D sys-

tems in which the chains consist of only a single sphere in the xy-

plane of the simulation cell (Figure 1b). In both the 3D and 2D sys-

tems, the nanopost arrays were oriented at 45� with respect to the

incident flow direction (Figure 1b). The confinement length for the

nanopost systems is the edge-to-edge spacing S between nanoposts

(Figure 1b). This quantity, along with the diameter of the transported

particle dp, defines the dimensionless confinement parameter

ζ = dp/S.

The simulations were performed under dilute conditions by con-

sidering the transport of only a single particle i with diameter dp and

mass mi through the nanopost arrays. The motion of the particle is

governed by the Langevin equation:

mi
dVi

dt
=FHi tð Þ+FBi tð Þ+FCi tð Þ, ð1Þ

where Vi is the particle's velocity, and FHi , F
B
i , and FCi are the hydrody-

namic, Brownian, and conservative forces acting on the particle,

respectively.

In the low Reynolds number limit, the hydrodynamic forces acting

on the particle are given by:

FHi tð Þ= −
XNnp + 1

j=1

RFU
ij � Vj−V∞ rj

� �� �
, ð2Þ

where Nnp is the number of spheres composing the nanoposts in the

simulation cell, Vj is the velocity of the jth sphere (Vj = 0 8 j�Nnp for

the immobile nanoposts considered here), and V∞(rj) is the
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unperturbed velocity of fluid evaluated at the sphere's center position

rj. Using the adopted notation, the self-term for the diffusing particle

(i.e., i = j) corresponds to j = Nnp + 1 in Equation (2). In SD, the

configuration-dependent resistance matrix RFU is written as the sum

of a far-field term (M∞)−1 and a near-field lubrication correction Rlub:

RFU = M∞ð Þ−1 +Rlub: ð3Þ

The far-field mobility matrix (M∞) is evaluated via an Ewald sum of

the Rotne–Prager (RP) tensor, using appropriate expressions derived

for 3D (Reference 51; Appendix A) and 2D (Reference 52; Appendix

A) systems. The matrix Rlub is calculated by subtracting the far-field

two-particle RP contribution, which is already included in (M∞)−1,

from the full two-particle resistance tensor derived by Jeffrey and

Onishi (Reference 53; Appendix B).

The stochastic Brownian force FBi on the particle arising from

thermal fluctuations in the fluid is modeled as a Gaussian random vari-

able satisfying FBi
D E

=0 and the fluctuation–dissipation relation

FB
i tð ÞFBi t+ t0ð Þ

D E
=2kBTR

FU
ii δ t0ð Þ, where t and t0 represent time, δ is the

Dirac delta function, and RFU
ii is the self-resistance matrix. In simula-

tion, this force is calculated as FBi =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kBT=dt

p
L�ξ , where kB is

Boltzmann's constant, T is temperature, and dt is the integration time

step.31 Each component of the vector ξ is a Gaussian random number

with zero mean and unit variance, and L is a lower triangular matrix

resulting from the Cholesky decomposition RFU
ii = L�LT .54 Lastly, the

conservative force FCi arises from hard-sphere repulsions between the

F IGURE 1 Model for the porous medium in (a) 3D and (b) 2D.
The spheres representing the nanoposts (np) and the diffusing particle
(p) have the same diameter (i.e., dnp = dp) [Color figure can be viewed
at wileyonlinelibrary.com]

F IGURE 2 (a) Normalized particle diffusivity Dq/D0 as function of
dimensionless confinement parameter ζ = dp/S for 3D systems from
simulations with no HI (−RP − L, circles), lubrication interactions
(−RP + L, triangles), and full HI (+RP + L, diamonds). (b) Comparison of
normalized particle diffusivity between 2D and 3D systems (closed
and open symbols, respectively) from simulations without HI (−RP
− L, circles) and with full HI (+RP + L, diamonds). Estimated
uncertainties are smaller than the symbols [Color figure can be
viewed at wileyonlinelibrary.com]
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particle and nanoposts, which were accounted for in our simulations

using the standard rejection scheme.30,31

Integrating Equation (1) over a time dt that is large compared to

the momentum relaxation time, but small compared to the diffusive

time scale on which the particle position ri changes significantly, yields

the evolution equation55:.

ri t+dtð Þ= ri tð Þ+dtkBTr� RFU
ii

� �−1
tð Þ+dt RFU

ii

� �−1
tð Þ

�
XNnp + 1

j=1

RFU
ij tð Þ�V∞ rj

� �
+FB

i tð Þ+FC
i tð Þ

" #
:

ð4Þ

The particle position in the SD simulations was propagated via

Equation (4), along with a modified mid-point scheme to evaluate the

divergence of the self-mobility matrix r� RFU
ii

� �−1
tð Þ (Reference 56;

Appendix C). An integration time step dt = 5×10−5τd was chosen to

update the particle position, where τd = 3πηd
3
p=4kBT is the diffusive

time-scale and η is the dynamic fluid viscosity.

Stokesian dynamics is computationally intensive due to the cal-

culation of the 3(Nnp + 1) × 3(Nnp + 1) far-field resistance matrix

(M∞)−1, which requires O N3
� �

operations using standard matrix

inversion algorithms.54 Following Reference 31, we mitigate the cost

of this inversion by taking advantage of the fact that (M∞)−1 only var-

ies with the position of the mobile particle and hence can be pre-

tabulated on a regularly spaced grid. Memory requirements associated

with pre-tabulating this quantity were minimized by recognizing that

the grid needs only to span a single unit cell of the nanopost arrays

because of their periodicity. For our calculations, we used a grid spac-

ing of 0.05 dp; reducing the grid spacing further was found to have a

negligible effect on the accuracy of the simulations. The matrix Rlub,

by contrast, was calculated on the fly due to its strong dependence on

the separation distances between the particle and spheres in nearby

nanoposts.

Modeling systems with long-range HI using periodic boundary

conditions introduces well-known finite-size effects.31,57-59 As a

result, the dimensions of the simulation cell were carefully chosen to

minimize these finite-size effects on computed properties. For the 3D

system, we used a 3 × 3 array of nanoposts, modeling each post as a

chain of 20 tangential spheres extending along the z-direction of the

simulation cell. The diameter of each nanopost sphere was set equal

to the particle diameter (i.e., dnp = dp). For the 2D system, we used a

15 × 15 periodic array due to reduced screening of HI in 2D systems.

In initial tests, the calculated particle diffusivities were found to be in

statistical agreement with those obtained from simulations of signifi-

cantly larger systems, indicating that the chosen dimensions were suf-

ficient to minimize finite-size effects on particle transport properties.

In performing the simulations, we adopted a set of reduced units in

which dp, kBT, and τd were used as the fundamental measures of

length, energy, and time, respectively, setting all equal to unity. We

note that a fundamental measure of mass does not need to be speci-

fied to non-dimensionalize the particle's equations of motion

(Equation (4)), as the SD algorithm is formulated in the low Re limit

and thus neglects inertial effects. Comparison between the 3D and

2D systems was facilitated by computing all transport properties from

the in-plane (x and y) coordinates of the particles. Transport properties

were computed by averaging over 100 independent particle trajecto-

ries of length 1 × 109 time-steps, and statistical uncertainties were

estimated from the standard error of the mean computed from the

trajectories.

3 | RESULTS AND DISCUSSION

3.1 | Quiescent diffusion

Stokesian dynamics simulations were performed to examine the effect

of steric and hydrodynamic interactions on quiescent diffusion in

F IGURE 3 Normalized average particle velocity hVLi/V∞ as a
function of dimensionless confinement parameter ζ = dp/S for (a) 3D
and (b) 2D systems (open and closed symbols, respectively) from
simulations with no HI (−RP − L, circles), lubrication interactions
(−RP + L, triangles), and full HI (+RP + L, diamonds). Estimated
uncertainties are smaller than the symbols [Color figure can be
viewed at wileyonlinelibrary.com]
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confinement. We determined the particle diffusivity from the long-

time limit of the ensemble-averaged, in-plane mean-square displace-

ment, Dq = lim
Δt!∞

Δr2 Δtð Þ� �
=4Δt, and compare across different confine-

ments by normalizing by the diffusion coefficient of a freely diffusing

particle D0 = kBT/3πηdp. To examine the effects of steric exclusion on

particle diffusion, we carried out simulations in the 3D system without

far-field hydrodynamic (−RP) or lubrication (−L) interactions. The nor-

malized diffusivity Dq/D0 is close to 1 for small values of the confine-

ment parameter ζ = dp/S and decreases monotonically with increasing

ζ (Figure 2a), reflecting slowing of the particle's motion due to the

higher frequency of collisions with nanoposts in highly confined

systems.

Inclusion of lubrication interactions (−RP + L) does not strongly

affect the particle diffusivity in 3D for small values of ζ ≤ 0.1

(Figure 2a). In more highly confined systems (ζ ≥ 0.1), however, these

interactions result in smaller values of Dq/D0 compared to the case

where only steric interactions are present. The increasing reduction in

diffusivity can be explained by the short-range nature of the lubrica-

tion interactions, which slow the motions of particles that approach

within a surface-to-surface distance of �dp of the nanoposts. Hence,

the effect of lubrication interactions on Dq/D0 is most significant in

highly confined systems (large ζ) due to the increased frequency of

encounters with the nanoposts. These observations are consistent

with those reported in earlier simulation studies of finite-sized particle

diffusion in hydrogels,30,31 which found that neglecting the lubrication

correction led to a slightly higher diffusivity compared to that calcu-

lated with full HI (+RP + L). The addition of far-field interactions (+RP

+ L) reduces the particle diffusivity by 4% for small ζ = 0.05 and by

18% for large ζ = 0.5 compared to corresponding values of Dq/D0 with

lubrication interactions (−RP + L) (Figure 2a). For ζ ≥ 0.3, the effect of

far-field HI becomes almost constant, whereas lubrication interactions

play an increasing role as confinement is strengthened. Overall, the

trend of decreasing diffusivity with increasing confinement is consis-

tent with an earlier experimental study that shows a linear relation-

ship between relative diffusivity and confinement over a similar

confinement range.43

Finally, we explored the effect of dimensionality by comparing

diffusivities obtained from simulations in 2D and 3D, with and

without HI (Figure 2b). In the absence of HI (−RP − L), the normal-

ized particle diffusivities in the 3D and 2D systems are nearly iden-

tical, exhibiting maximum deviation of 2% at the strongest

confinement (ζ = 0.5) examined. This agreement is due to the simi-

larity of the steric excluded volume interactions between particles

and nanoposts in the 3D and 2D systems. When HI are turned on

(+RP + L), however, the values of Dq/D0 in 3D are approximately

4% lower than those for the corresponding 2D systems. This

reduction arises from the representation of the nanoposts as

chains of spheres in 3D, which results in increased hydrodynamic

drag compared to the single sphere nanopost model used in the

2D systems. This result is in agreement with previous experimental

and theoretical studies which have shown that the sphere–cylinder

resistance coefficient is larger than the sphere–sphere resistance

coefficient.60,61

3.2 | Average velocity and trajectory metrics

Stokesian dynamics simulations were also performed to investigate

the effect of steric and hydrodynamic interactions on flow-driven par-

ticle transport in confinement. A uniform suspension velocity with

magnitude jV∞(r)j = V∞ was imposed in the simulations to mimic

pressure-driven flow through the nanopost arrays (Equation (2);

References 41 and 42). We first examine the normalized average lon-

gitudinal particle velocity (velocity in the direction of flow) hVLi/V∞

estimated from linear fits to the ensemble-average of the particle dis-

placements over time. In the absence of HI (−RP − L), the average

particle velocity in the 3D systems monotonically decreases with

increasing ζ (Figure 3a). Including near-field lubrication interactions

(−RP + L) only slightly reduces the average particle velocity even for

strong confinement. The addition of far-field HI (+RP + L), however,

dramatically changes the scaling behavior, causing hVLi/V∞ to vary

weakly (≲10%) with ζ over the range of confinements investigated

and exhibit a local maximum at ζ ≈ 0.3. Similar trends in the average

particle velocity with increasing confinement for 3D systems with full

HI (+RP + L), including the weakly non-monotonic behavior, were the-

oretically predicted for particles flowing in cylindrical pores28 and in

periodic porous media.41,42 The striking contrast between scaling of

velocities in simulations with and without far-field HI indicates that

far-field HI strongly affect the transport of particles in porous media.

Differences in the dependence of the average velocity on con-

finement in the presence and absence of HI have various physical ori-

gins. When far-field HI and lubrication interactions are excluded (−RP

− L), Equation (2) reduces to FH
i =3πηdp Vi tð Þ−V∞ð Þ , yielding a spa-

tially uniform viscous drag on the particle. Thus, in this case, the

decrease in the average particle velocity observed in both the 3D and

2D systems reflects increasing steric hindrance from the nanoposts as

ζ is increased. A similar decrease in velocity with increasing confine-

ment has also been reported in Brownian dynamics simulations with-

out HI (−RP− L) of force-driven particle transport through ordered

porous media.62,63 Inclusion of near-field lubrication interactions

(−RP+L) slows particle motion near the nanopost in both 3D and 2D,

further reducing the average particle velocity in strongly confined sys-

tems. Interestingly, in contrast to the other two cases, inclusion of far-

field hydrodynamics (+RP+ L) leads to qualitative differences in the

average particle velocity in the 3D and 2D systems (Figure 3b). This

discrepancy arises from the different representations of nanoposts in

3D and 2D. To illustrate this fact, we analyze the velocity of a particle

in the absence of Brownian fluctuations, V . In the small Reynolds

number limit, the particle's equation of motion (Equation (1)) simplifies

to FHi =0 . Imposing this condition on Equation (2) and rearranging

yields an expression for the particle's local velocity:

V rið Þ=V∞ rið Þ+ RFU
ii

� �−1 XNnp + 1

j=1≠i

RFU
ij �V∞ rj

� � !
: ð5Þ

Equation (5) can be spatially averaged over the sterically accessi-

ble (fluid) regions of the nanopost systems to obtain the particle's

MANGAL ET AL. 5 of 14



average velocity �V . This time-independent quantity depends only on

the geometry of the system and provides insights into how HI with

the nanoposts influence the particle's mobility in the direction of flow.

The longitudinal component of the spatial-average velocity �VL

increases slightly with ζ in 3D, whereas it decreases sharply with ζ in

2D (Figure 4). These trends follow those observed for hVLi (Figure 3a,

b), confirming that HI arising from particle-nanopost interactions dom-

inate the behavior of the longitudinal velocity.

The morphology of the particle trajectories under flow was also

characterized using metrics that describe the loss of directional persis-

tence. First, we calculated the asymptotic tortuosity

τh i= lim
n!∞

τnh i= lim
n!∞

Xn
i=1

Li=ΔLn

* +
, ð6Þ

where Li is the distance between two points along a particle trajectory

separated by time-interval δt, ΔLn is the end-to-end distance between

points separated by time-interval nδt, and h…i denotes the average

over the ensemble of particle trajectories under the same flow and

confinement conditions. Similarly, we also calculated the asymptotic

cosine of the correlation angle

cosχh i= lim
n!∞

cosχnh i= lim
n!∞

V̂ tð Þ � V̂ t+ nδtð Þ
D E

, ð7Þ

where V̂ tð Þ and V̂ t+ nδtð Þ are the instantaneous unit particle velocity

vectors at time t and t+ nδt, respectively. The instantaneous velocity

V(t) is calculated from two consecutive points separated by a time

interval δt:

V tð Þ= ri t+ δtð Þ−ri tð Þð Þ=δt: ð8Þ

In practice, hτi and hcosχi were estimated from the values of hτni
and hcosχni, respectively in the region where these functions plateau

at large, but finite n.

Both metrics were calculated using δt = 6τd and analyzed as func-

tions of the Péclet number Pe = hVLidp/D0. Independent of the nature

of the HI included in the simulations of the 3D nanopost systems, the

asymptotic tortuosity hτi sharply decreases and approaches one as Pe

is increased (Figure 5a), indicating that the trajectories of the particles

transported through the model porous media become increasingly lin-

ear. Likewise, the asymptotic hcosχi increases from zero at low Pe to

one at high Pe (Figure 6a). This behavior is consistent with a transition

from diffusion-dominated transport at low Pe, for which the direc-

tions of the instantaneous velocities are expected to be essentially

uncorrelated, to advection-dominated transport at high Pe, for which

F IGURE 4 Normalized spatial average velocity �VL=V∞ induced by
nanoposts in the 2D and 3D systems (closed and open symbols,
respectively) [Color figure can be viewed at wileyonlinelibrary.com]

F IGURE 5 (a) Average tortuosity hτi as a function of Péclet
number Pe for 3D systems. The different symbol shapes correspond
to different confinements. (b) Comparison between 2D and 3D
systems (closed and open symbols, respectively) from simulations

with full HI (+RP + L). Estimated uncertainties are smaller than the
symbols [Color figure can be viewed at wileyonlinelibrary.com]
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the velocity vectors are expected to be strongly directionally corre-

lated. These observations are qualitatively consistent with those

reported in an experimental study of nanoparticle transport in peri-

odic post arrays for 0 < Pe < 100.44 The fact that hτi and hcosχi
obtained from simulations in both 3D and 2D (Figures 5b and 6b),

with and without HI, each collapse on a single curve suggests that

these metrics are independent of system dimensionality and a func-

tion only of the average particle velocity.

3.3 | Dispersion coefficients

To quantify the extent of spreading of particles through the nanopost

systems under flow conditions, we calculated the asymptotic

dispersion coefficients DL,T in the longitudinal (L) and transverse

(T) directions. These phenomenological coefficients appear in the

macroscale convection–diffusion equation, and are used in character-

izing and modeling particle transport through porous media in applica-

tions including size-exclusion chromatography2 and deep-bed

filtration.40 Previous studies have examined the effects of flow condi-

tions64-67 and characteristics of the confining medium, including long-

range structural order,64,66 local packing geometry,64,65 and pore

shape,67 on the transport of infinitesimal tracers. The effects of

porosity,41,42 particle size, and fiber configurations42 on the transport

of finite-sized particles in a spatially periodic fibrous medium have

also been studied computationally. Nonetheless, the influence of HI

on the dispersion of finite-size particles remains incompletely

understood.

The coefficients DL,T can be calculated directly from particle

velocity auto-correlation functions.36 Alternatively, as done in our

analysis, they can be estimated from the asymptotic behavior of the

particle mean-square displacements (MSDs), evaluated in the frame of

reference of the average velocity of the particle ensemble hVL,Ti
via36,68:

DL,T � lim
t!∞

1
2

dσ2L,T tð Þ
dt

, ð9Þ

where σ2L,T tð Þ= ΔrL,T tð Þ− VL,Th itð Þ2
D E

. Under quiescent conditions, hVL,

Ti = 0 and Equation (9) reduces to the usual expression for the equilib-

rium diffusivity Dq. Hence, Dq provides a convenient normalization for

the dispersion coefficients.

Under moderate confinement in 3D (ζ = 0.3), DL/Dq is approxi-

mately constant and relatively insensitive to the presence or absence

of lubrication and far-field hydrodynamic interactions at low Pe

(Figure 7a). At large Pe, however, the scaling behavior of DL/Dq

depends on the treatment of the HI. In the absence of lubrication and

far-field HI (−RP − L), DL/Dq increases slightly with Pe. Longitudinal

dispersion is further increased at Pe ≳ 10 by the inclusion of lubrica-

tion forces (−RP + L). Addition of far-field HI (+RP + L) results in an

even more dramatic increase in DL/Dq at high Pe, causing DL/Dq to

vary by more than an order of magnitude over the range of flow con-

ditions examined. These results show that both near- and far-field HI

enhance longitudinal dispersion.

The scaling behavior of the normalized transverse dispersion

coefficient DT/Dq, by contrast, is less sensitive to the treatment of

HI. At low Pe, DT/Dq remains approximately constant (Figure 7b).

When only steric (−RP − L) and lubrication (−RP + L) interactions are

present, DT/Dq decreases slightly with Pe for Pe ≳ 10. When far-field

HI are included, however, DT/Dq remains nearly constant across the

entire range of Pe examined.

The sensitivity of the dispersion coefficients to the treatment of

HI arises from changes in the velocity field due to these interactions.

In the absence of lubrication forces and far-field HI (−RP − L), the

velocity field is uniform and dispersion is affected by particle diffusion

and steric collisions with the nanoposts. The steric collisions slow the

motions of particles, leading to slower dynamics of particles that

F IGURE 6 (a) Average cosine of angle between velocity vectors
hcosχi as a function of Péclet number Pe for 3D systems. The
different symbol shapes correspond to different confinements.
(b) Comparison between 2D and 3D systems (closed and open
symbols, respectively) from simulations with full HI (+RP + L).
Estimated uncertainties are smaller than the symbols [Color figure can
be viewed at wileyonlinelibrary.com]
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collide more frequently with the nanoposts. As the flow rate is

increased (Pe is increased), both the collision frequency and the width

of the collision frequency distribution increase, leading to a broaden-

ing of the particle displacement distribution in the longitudinal direc-

tion and hence enhanced dispersion. This effect is only appreciable

for 1 ≲ Pe ≲ 40 where advection and diffusion contribute to transport

and collisions lead to large changes in particle velocities along the

direction of flow. At higher Pe (≳40), strong advection does not fur-

ther increase collisions and the width of the collision frequency distri-

bution narrows, leading to a weak local maximum in DL/Dq. In the

transverse direction, dispersion is dominated by diffusion for all Pe

due to the absence of flow in that direction. The increase in particle–

nanopost collisions at high flow rates (Pe ≳ 10) hinders particle diffu-

sion, leading to a concomitant decrease in DT/Dq at high Pe. Our

results are consistent with an earlier study of Brownian transport of

particles through an ordered cubic array of spheres under constant

external force and in the absence of HI for 0 < Pe < 100.62 In that

study, the longitudinal dispersion coefficient exhibited a weak local

maximum at intermediate Pe, whereas the transverse dispersion coef-

ficient monotonically decreased with Pe.62 The non-monotonic

behavior of the longitudinal dispersion coefficient was associated with

an external force threshold that was estimated by balancing the con-

vection time with the time required for a particle to laterally diffuse

around an obstacle.62

The addition of lubrication forces (−RP + L) increases the effec-

tive range of interactions with the nanoposts and introduces spatial

variations in the velocity field, both of which enhance longitudinal dis-

persion. Inclusion of far-field HI (+RP + L) further increases spatial var-

iations in the fluid velocity field, resulting in a more pronounced

increase in DL/Dq at high Pe. Spatial variations in fluid velocity in the

transverse direction also appear upon inclusion of lubrication forces

and far-field HI. Nonetheless, particle transport in the transverse

direction remains diffusion-controlled because there is no net flow in

that direction. Therefore, only a very modest increase is observed in

the transverse dispersion coefficient with the inclusion of lubrication

forces and far-field HI at high Pe. The power-law increase in DL/Dq

and weak increase in DT/Dq with Pe (Figure 7) are consistent with sev-

eral earlier studies examining the effects of near-field and far-field HI

on dispersion of infinitesimal tracers. For example, theoretical ana-

lyses of tracer dispersion in the presence of HI through an ordered

cubic array of spheres66 and 2D periodic porous media64,65 also pre-

dict a power-law dependence on Pe for the longitudinal dispersion

coefficient at high Pe. These studies, which considered spatial varia-

tions in fluid velocity through the porous media, also found a weak

dependence on Pe for the transverse dispersion coefficient across

0.1 < Pe < 1,000.

We also analyzed the effects of confinement and dimensionality

by comparing dispersion coefficients for ζ = 0.05 and 0.30 in 2D and

3D systems. In the absence of lubrication and far-field HI (−RP − L),

strong confinement results in an increase and decrease, respectively,

in DL/Dq and DT/Dq at large Pe in 3D (Figure 8a,c). In the absence of

these interactions, we do not observe any effect of dimensionality on

either longitudinal or transverse dispersion coefficients. With inclu-

sion of lubrication forces and far-field HI (+RP + L), however, strong

confinement in 3D (ζ = 0.30) results in a decrease in DL/Dq at high Pe,

whereas DT/Dq remains largely unchanged (Figure 8b,d). Moreover,

with full HI (+RP + L) we observe that dimensionality does affect dis-

persion. The longitudinal dispersion coefficient in 3D is larger than

that in the corresponding 2D case. Transverse dispersion is also larger

in 3D than in the corresponding 2D for strong confinement ζ = 0.3,

but dimensionality does not affect DT/Dq for very weak confine-

ment ζ = 0.05.

The variation in dispersion coefficients with confinement arises

from the distinct effects of steric and hydrodynamic interactions. In

the absence of lubrication and far-field HI (−RP − L), strong confine-

ment leads to an increase in the frequency of collisions with

nanoposts and the width of the collision frequency distribution,

F IGURE 7 Normalized asymptotic (a) longitudinal (DL/Dq) and
(b) transverse (DT/Dq) dispersion coefficients as a function of Péclet
number Pe for confinement parameter ζ = 0.3 in 3D systems from
simulations with no HI (−RP − L, circles), lubrication interactions
(−RP + L, triangles), and full HI (+RP + L, diamonds). Estimated

uncertainties are smaller than the symbols [Color figure can be
viewed at wileyonlinelibrary.com]
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F IGURE 8 Comparison of
normalized asymptotic dispersion
coefficients for 2D and 3D systems
(closed and open symbols,
respectively). (a,b): Longitudinal
dispersion coefficients from
simulations (a) with no HI (−RP − L)
and (b) with full HI (+RP + L). (c,d):
Transverse dispersion coefficients

from simulations (c) with no HI (−RP
− L) and (d) with full HI (+RP + L).
Circles and triangles represent
confinements of ζ = 0.05 and ζ = 0.3,
respectively. Estimated uncertainties
are smaller than the symbols [Color
figure can be viewed at
wileyonlinelibrary.com]

F IGURE 9 Local particle velocity
field in the (a,b) longitudinal and (c,d)
transverse directions normalized by the
maximum longitudinal fluid velocity for
(a,c) 2D and (b,d) 3D systems from
simulations with ζ = 0.3 and with full HI
(+RP + L) [Color figure can be viewed at
wileyonlinelibrary.com]
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resulting in broadening of the particle displacement distribution in the

longitudinal direction and hence an increase in DL/Dq. Transverse dis-

persion, however, is dominated by diffusion due to the absence of

flow in that direction. Strong confinement thus increases DL/Dq but

reduces DT/Dq at high Pe. Our results are consistent with those

reported in a previous simulation study of the transport of Brownian

particles through an ordered cubic array of spheres under a constant

external force and in the absence of HI.62 That study also reported an

increase and a decrease in DL and DT, respectively, at high Pe with

increasing confinement.62 With full HI (+RP + L), however, the pres-

ence of the nanoposts induces spatial variations in the fluid velocity

that become more pronounced as confinement increases. These varia-

tions enhance longitudinal dispersion, but are counteracted by the

narrowing in the distribution of streamlines sterically accessible to

particles in strong confinement. Thus, in the presence of full HI (+RP

+ L), increased confinement results in an overall reduction of DL/Dq at

high Pe. The normalized transverse dispersion coefficient DT/Dq from

simulations with full HI (+RP + L), by contrast, remains approximately

constant as confinement is increased because dispersion in that direc-

tion remains controlled by diffusion rather than advection. Further

analysis of DL/Dq as a function of ζ from the simulations with full HI

(not shown) reveals qualitative agreement with Taylor–Aris dispersion

theory, which predicts DL / a2 for Pe � 1, where a is the diameter of

a cylindrical pore.69

To understand the different scaling behaviors observed in 2D and

3D for simulations with full HI (+RP + L), we analyzed the local particle

velocity field in longitudinal and transverse directions in the xy-plane

and in the absence of Brownian force (Equation (5)). The local velocity

field exhibits greater variations in the longitudinal direction in 3D than

in 2D (Figure 9a,b) due the different representation of the nanoposts.

The greater spatial variations in 3D result in enhanced dispersion

(Figure 8b). Despite the stronger spatial variations in 3D (Figure 9c,d),

tranverse transport remains diffusion controlled and thus DT/Dq

exhibits a weak dependence on Pe for both confinements. Due to

the relatively weak spatial variations in the fluid velocity in 2D,

however, steric interactions with the nanoposts dominate trans-

verse dispersion, leading to a decrease in DT/Dq with Pe in strong

confinement (ζ = 0.3) and behavior that is independent of Pe for

weak confinement (ζ = 0.05).

4 | CONCLUSIONS

We performed Stokesian dynamics simulations to examine the

effect of steric and HI on quiescent diffusion and flow-driven

transport of particles through 2D and 3D nanopost arrays. In the

absence of lubrication forces and far-field HI (−RP − L), the quies-

cent particle diffusivity decays monotonically as the dimensionless

confinement parameter ζ is increased because particles collide

more frequently with the nanoposts. Hydrodynamic interactions

(+RP + L) further reduce particle diffusivity by increasing the drag

on the particle. Dimensionality does not affect diffusivity in the

absence of lubrication and far-field HI. With full HI (+RP + L),

however, particle diffusivity in 2D is slightly higher than that in the

corresponding 3D system because the hydrodynamic drag from the

nanoposts is lower in 2D. The longitudinal and transverse disper-

sion coefficient slightly increase and decrease, respectively, at

large Pe in absence of lubrication forces and far-field HI (−RP − L).

With inclusion of full HI (+RP + L), however, the presence of

nanoposts generates spatial variations in the fluid velocity. As a

result, the longitudinal dispersion coefficient increases as a power

law at large Pe, whereas the transverse dispersion coefficient

depends only weakly on Pe. These results suggest that steric and

HI that hinder particle diffusivity under quiescent conditions

enhance longitudinal dispersion under flow.

Our study provides insights into the effects of steric interactions

and HI on finite-sized particles in ordered arrays, relevant to separa-

tions methods such as deterministic lateral displacement20,46 and

hydrodynamic chromatography.47-49 For these systems, our simula-

tions suggest that long-range HI are important even in weak confine-

ment, but additional work is needed to ascertain whether these

results are generalizable. For example, whereas we consider spherical

particles here, significant work has been carried out examining (bio)

polymer transport through similar ordered media.70-72 Nonetheless,

understanding the role of both short- and long-range HI on polymer

transport through porous media remains an active area of

research.72-74 Additionally, extending the insights from our investiga-

tion to many scenarios of practical interest will require examining the

role of spatial disorder in the porous medium and of non-steric

(e.g., depletion or electrostatic) interactions between the particles and

medium. We anticipate that computational approaches similar to

those employed here can be used to address these questions in future

studies.
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APPENDIX

Far-field resistance matrix

Far-field contributions to the HI were evaluated using the RP ten-

sor.75 The RP tensor for two spheres i and j located at positions ri and

rj, respectively, is defined as:75

MRP
ij =

6πηaið Þ−1 3
4
air

−1 I+ r̂r̂ð Þ+ 1
2
ai

a2i + a
2
j

2

 !
r−3 I−3r̂r̂ð Þ

( )
, i≠j

6πηaið Þ−1I, i= j

8>><
>>:

ðA1Þ

where ai and aj are the spheres' radii, r is the norm of the separation

vector rij = rj − ri, r̂= rij=r is the unit vector, and I is the 3×3 identity

matrix. Because of the long-ranged nature of the RP tensor, which

decays slowly as 1/r, it is typically computed using efficient Ewald

summation techniques, rather than by direct evaluation using

Equation (A1).

Ewald summation in 3D

The Ewald summation of the RP tensor for a 3D periodic system is

given by:51

M∞
ij = 6πηaið Þ−1

(
I 1−6π−1=2aiα+

40
3
π−1=2a3i α

3

	 

δij

+
Xr < rc
r≠0

M 1ð Þ rð Þ+V−1
Xkr < kc
kr≠0

M 2ð Þ krð Þcos kr �rij
� �)

,

ðA2Þ
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erfc αrð Þ+ 4α7ai
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2
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2

 !
r4 + 3α3air

2

 (

−20α5ai
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2
j

2

 !
r2−

9
2
αai +14α

3ai
a2i + a

2
j

2

 !
+ αai

a2i + a
2
j

2

 !
r−2

!
π−1=2exp −α2r2

� �)

+ r̂r̂
3
4
air

−1−
3
2
ai

a2i + a
2
j

2

 !
r−3

 !
erfc αrð Þ+ −4α7ai
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2
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2
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r4−3α3air

2
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+16α5ai
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2
j

2

 !
r2 +

3
2
αai−2ai

a2i + a
2
j

2

 !
α3−3αai

a2i + a
2
j

2

 !
r−2

!
π−1=2exp −α2r2

� �)

ðA3Þ

M 2ð Þ krð Þ= I− k̂k̂
� �

ai−
1
3
ai

a2i + a
2
j

2

 !
k2

 !
1+

1
4
α−2k2 +

1
8
α−4k4

	 


6πk−2exp −
1
4
α−2k2

	 

,

ðA4Þ

where V is the volume of the simulation cell, δij is the Kronecker delta,

r = rj − ri + n is the separation vector, n = {n1Lx, n2Ly, n3Lz : ni ∈ Z} is
the lattice vector, r = |r|, r̂= r=r , kr = {2πn1/Lx, 2πn2/Ly, 2πn3/Lz : ni∈Z}
is the reciprocal lattice vector, k = |kr|, k̂= kr=k , and Lx, Ly, and Lz are

the x, y, and z dimensions of the simulation cell, respectively. The

Ewald splitting parameter α determines the rate of convergence of

the real and reciprocal space sums in Equation (A2). For our simula-

tions we set α = 2/L where L = (LxLyLz)
1/3, and correspondingly chose

rc = 3.5/α and kc = 7.0α for the real and reciprocal space cutoffs,

respectively. These parameter choices ensure near optimal computa-

tional efficiency and relative errors of less than 1×10−5 in evaluating

the real and reciprocal space sums.31,51,76

Ewald summation in 2D

For systems with 2D periodicity in the x-y plane, analogous expres-

sions for the Ewald summation of the RP tensor are given by:52

with

M 2ð Þ krð Þ= I 2aierfc
1
2
kα−1

	 
� �
3
2
πL−2k−1

− k̂k̂ a−
2
3
ai

a2i + a
2
j

2

 !
k2

 !
erfc

1
2
kα−1

	 

+ aiα−1kπ−1=2exp −

1
4
α−2k2

	 
( )

3
2
πL−2k−1,

ðA7Þ

where I is the 2 × 2 identity matrix, r = rj − ri + n is the separation vector,

n = {n1Lx, n2Ly : ni ∈ Z} is the lattice vector, kr = {2πn1/Lx, 2πn2/Ly : ni ∈ Z}
is the reciprocal lattice vector, L = (LxLy)

1/2, and Lx and Ly are the x and

y dimensions of the simulation cell, respectively. Following our calculations

in 3D, Ewald parameters of α = 2/L, rc = 3.5/α, and kc = 7.0α were used in

our 2D simulation.

Near-field lubrication correction

In low-Reyonlds-number flow, the hydrodynamic interactions

between two particles i and j can be expressed as:31,53

Fi
Fj

 �
=

R2P
ii R2P

ij

R2P
ji R2P

jj

" #
� Vi−V∞ rið Þ
Vj−V∞ rj

� �
" #

, ðB1Þ

where Vi and Vj are the particle velocities, V∞ is the unperturbed fluid

velocity at the particles' centers, and R2P is the pair resistance matrix.

The elements of R2P are given by:

R2P
ij = Xij−Yij

� �
r̂r̂+YijI, ðB2Þ

where Xij and Yij are scalar functions that both depend on the rescaled

variables λ = aj/ai and s = 2r/(ai + aj) and the scalar separation distance

between the two spheres r.53 The pair resistance matrix in

Equation (B2) is singular at contact (i.e., at r = ai + aj). To avoid numeri-

cal issues associated with integrating the equations of motions near

contact, we regularize the interactions at rmin = 1.0001(ai + aj), and

M∞
ij = 6πηaið Þ−1 I 1−

3
2
π−1=2aiα−

2
3
π−1=2a3i α

3

	 

δij +

Xr < rc
r≠0

M 1ð Þ rð Þ+
Xkr < kc
kr≠0

M 2ð Þ krð Þcos kr�rij
� �( )

, ðA5Þ
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air
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2
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evaluate Equation (B2) at r = rmin for all separation distances r less

than this threshold.77 The elements of the lubrication correction term

Rlub in Equation (3) are obtained by subtracting the far-field contribu-

tion from the pair resistance matrix:

Rlub
ii =

XNnp + 1

j=1≠i

R2P
ii s,λð Þ− MRP

� �−1
	 


ii

rij
� �	 


ðB3Þ

Rlub
ij =R2P

ij s,λð Þ− MRP
� �−1
	 


ij

rij
� �

, ðB4Þ

where (MRP)−1 is the inverse of the two-particle RP mobility matrix.

The computational cost associated with inverting MRP at every itera-

tion step can be mitigated by pre-tabulating submatrices ((MRP)−1)ii

and ((MRP)−1)ij and using fit functions to evaluate these quantities dur-

ing the simulations. Following Reference 31, we use fit functions of

the form:

MRP
� �−1
	 


ii

=
Xn=6
n=0

cn
sn
I+

dn
sn
r̂r̂

	 

ðB5Þ

MRP
� �−1
	 


ij

=
Xn=6
n=0

c0n
sn
I+

d0n
sn
r̂r̂

	 

, ðB6Þ

where cn, c0n, dn, and d0n are fit parameters.

Modified-midpoint scheme

The modified-midpoint scheme is a fast numerical method for calcu-

lating the divergence of the resistance matrix,56 which appears in the

particle evolution equation (Equation (4)). In this scheme, the velocity

without drift for the particle at the current position r0 is calcu-

lated via:

V r0
� �

= RFU
ii

� �−1
r0
� �� FBi r0

� �
+FCi r0

� �h i
: ðC1Þ

Next, the particle is moved along the direction of V(r0) to an interme-

diate position r0 using

r0 = r0 +V r0
� �

Δt0 , ðC2Þ

where Δt0 = dt/m and m is a positive integer. The value of m is chosen

to be large (m = 200 in our simulations) to ensure a small fractional

time step and hence a small displacement r0 − r0 such that the diver-

gence of the resistance matrix can be approximated using the finite-

difference formula:

r� RFU
ii

� �−1
tð Þ= dt

2Δt0
RFU
ii

� �−1
r0ð Þ− RFU

ii

� �−1
r0
� � �

� FBi r0
� �

+FCi r0
� �h i

:

ðC3Þ
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