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20 µm

Brightfield movie: diffusing objects invisible

Safari, Vorontsova, Poling-Skutvik, Vekilov, and JCC, submitted



20 µm

Brightfield movie: diffusing objects invisibleImage difference (frames separated by fixed lag time ∆t subtracted):
fluctuations ( = dynamics) readily visualized!
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Outline of the tutorial

1. Theory

i. Heterodyne near-field scattering

ii. Differential dynamic microscopy

2. Techniques and methods

i. Brightfield DDM

ii. Variants: fluorescence, confocal DDM, polarized DDM, 
ghost-particle velocimetry

3. Applications

i. Complex fluids: nanoparticles, colloids, liquid crystals

ii. Biological systems: bacteria and proteins

iii. Complex geometries
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!t !!t"T" and the demands on the optical/mechanical sta-
bility of the apparatus are highly relaxed.
We have successfully applied this method to the study of

colloidal systems, showing that the technique is quite ad-
equate for performing accurate particle sizing, with a sensi-
tivity much higher than that achievable with traditional low-
angle light scattering instrumentation. Moreover, since this
method allows for a faster (real time) data analysis, we have
also shown that the technique is fairly suitable for studying
the kinetics of nonstationary systems, such as the aggregat-
ing colloids presented in this work.

II. THE HETERODYNE NEAR-FIELD SCATTERING
TECHNIQUE

In this section we recall the principles and the practical
aspects of the heterodyne near-field scattering technique. We
first (Sec. II A) describe the technique as it was originally
proposed by some of the authors [3], discussing its main
features and great advantages over other classical low-angle
scattering instrumentation, but also pointing out some of its
limitations, in part associated with the experimental proce-
dure outlined in the original work. Then in Sec. II B we
propose a different method of processing the data based on a
double-frame differential approach, which relaxes the re-
quirement of stability on the experimental apparatus, allows
for a faster (almost real time) data analysis, and improves the
overall quality of the data.

A. HNFS, single-frame analysis

The HNFS techniques works by analyzing the intensity
distribution of the light passing through a scattering sample
and falling onto a plane located at a close distance z from the
cell, as schematically shown in Fig. 1.
In this configuration, the intense static electric field e0!r"

associated with the transmitted beam plus stray light acts as
a reference beam (local oscillator) and is allowed to interfere
with the much weaker time-dependent field eS!r , t" scattered
in the forward direction. The resulting intensity distribution
f!r , t" is therefore composed of a strong static signal due to
the main beam intensity on which a weak time-dependent
fluctuating ripple, deriving from the interference between the

reference and scattered fields (heterodyne term), is superim-
posed. Any contribution associated with the interference be-
tween the scattered waves (homodyne term) is supposed to
be negligible !#eS#" #e0#".
Thus, by dropping the term iS!r , t"= #eS!r , t"#2, we can

write

f!r,t" = i0!r" + e0!r"eS
*!r,t" + e0

*!r"eS!r,t" !1"

where i0!r"= #e0!r"#2. Notice that the static reference term
i0!r" depends on r, thus taking into account the spatial de-
pendence of the spurious stray-light contributions always
present in a light scattering system operating at low angle.
Conversely, the terms eS!r , t" and eS

*!r , t" vary with time and
are zero average. Thus, the static contribution i0!r" can be
recovered as the time average

i0!r" = $f!r,t"%t !2"

in which the average has to be carried out over a large num-
ber of independent sample configurations. Remarkably, Eq.
(2) shows that in HNFS a measure of the stray light can be
carried out without any effective blank measurement. By
subtracting Eq. (2) from Eq. (1), the fluctuating heterodyne
signal can be recovered,

#f!r,t" & f!r,t" − $f!r,t"%t = e0!r"eS
*!r,t" + e0

*!r"eS!r,t" ,
!3"

and analyzed by computing its Fourier components. For this
purpose, let us adopt a notation in which a capital letter
represents the spatial Fourier transform (F) of a function in-
dicated with the same small letter 'F(a!r")=A!q"*, where q
&!qx ,qy" , qx and qy being the Fourier vectors associated
with the spatial frequencies fx and fy!qx=2$fx ,qy=2$fy".
By recalling the Fourier convolution theorem, !!a ·b"
=A"B, and the relation F!a* "=A* !−q", the F transform of
Eq. (3) gives

#F!q,t" = E0!q" " ES
*!− q,t" + E0

*!− q" " ES!q,t" !4"

where #F=F(# f). Equation (4) shows that the q component
of the signal observed on the sensor plane is the result of two
contributions deriving from the interference between the ref-
erence beam and the three-dimensional plane waves scat-
tered with the two vectors kS

+= !q ,kz" and kS
−= !−q ,kz" and

amplitudes ES!q , t" and ES!−q , t", respectively.
Equation (4) shows also that #F!q , t" carries the informa-

tion on the scattering field amplitudes only through the con-
volution with E0!q". However, since we expect that the stray-
light contributions are definitely smaller than the amplitude
of the transmitted beam and constantly increasing at lower
and lower q, we can reasonably assume that the spectrum
E0!q" is much narrower than the spectrum of the scattered
light ES!q" [an assumption rigorously satisfied for the case of
an ideal plane-wave local oscillator, for which E0+#!q"].
Thus, the convolution appearing in Eq. (4) does not affect
significantly the spectra of the scattering fields and we can
simplify Eq. (4), obtaining

#F!q,t" + ES
*!− q,t" + ES!q,t" . !5"

FIG. 1. Schematic diagram of the HNFS setup. The sample is
illuminated with a large collimated beam of size D and the trans-
mitted plus scattered light is collected at the sensor plane located at
a distance z from the cell. The lens L (a microscope objective)
realizes a magnified !M=b /a" image of the sensor plane onto the
CCD, which is placed slightly off axis for reducing stray light. D*
represents the sample region from which the scattered light is ef-
fectively collected.
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Near-field scattering (NFS): light scattered from a large collimated 
beam collected by a close-placed CCD, in which each pixel can be 
reached by light scattered over all angles

Heterodyne detection:  weak fluctuating scattered beam interferes with 
strong transmitted beam:

f(r, t) = i0(r) + e0(r)e
⇤
S(r, t) + e⇤0(r)eS(r, t)

e0(r): static electric field associated with transmitted beam
eS(r,t): time-dependent forward-scattered field

+|eS(r, t)|2intensity
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Mean spectrum:

S(q) =
⌦
|�F (q, t)|2

↵
t,q

Equation (4) or (5) holds under the so-called near-field
condition [3,4], i.e., when, for any given q, the sensor re-
ceives light from a region D* smaller than the illuminated
region D (see Fig. 1). Let us denote by qmax the maximum
Fourier vector for which we want Eqs. (4) and (5) to be
valid. Thus, the condition D*!D leads to the constraint for
the distance z between the sensor and the sample

z ! D/2"max !6"

in which "max is the scattering angle associated with qmax.
Practically, "max or qmax is determined either by the (imaged)
pixel size of the CCD sensor, or by the numerical aperture
(NA) associated with the objective used for collecting the
scattered light, whichever is smaller. In the case of a typical
HNFS, the bottleneck is usually represented by the objective
NA. For example, for the case of the 20# objective used in
this work (see next section), the numerical aperture was
NA=0.50 corresponding to "max=30°. The corresponding
maximum allowed distance was therefore z!10 mm.
The power spectrum of the heterodyne signal is obtained

by squaring Eq. (5), giving
#$F!q,t"#2 $ #ES!q,t"#2 + #ES!− q,t"#2 + ES!− q,t"ES!q,t"

+ ES
*!− q,t"ES

*!q,t" . !7"

The first two terms of Eq. (7) are identical to each other and
can be directly related to the scattered intensity distribution
to be recovered (see below). The last two terms are the so-
called shadowgraph terms [8], and are responsible for deep
oscillations appearing in the low-q region of the spectrum.
These oscillations arise from the fact that the waves scattered
with q and −q may be partially correlated, with the phase
difference depending on both q= #q# and z. It is beyond the
purpose of this paper to discuss this effect in somewhat more
detail and we refer the reader to Ref. [3,9]. It is here suffi-
cient to mention that, when z and/or q are large enough, the
phase difference of the q and −q waves becomes random,
and the two correlation terms appearing in Eq. (7) vanish
when averaged over time. In the framework of this article we
will always neglect such terms.
For stationary isotropic samples we can average Eq. (7)

and obtain the mean spectrum
S!q" = %#$F!q,t"#2&t,q !8"

in which the t average has to be carried out over a time long
enough to accumulate a large number of independent sample
configurations, while the q average is performed over all the
vectors q such that 'qx2+qy2=q.
The final step in the HNFS procedure is to recall the re-

lation between the spectrum S!q" and the scattered intensity
distribution IS!Q", which is customarily reported as a func-
tion of the modulus of the transferred wave vector Q, defined
as the difference between the scattered wave vector ks and
the incident wave vector k0, i.e., Q=ks−k0. Since the scat-
tering is elastic !#ks#= #k0#=k", we have Q=2k sin!" /2" ," be-
ing the scattering angle. The vector Q is simply related to q
and, with the help of Fig. 2, it is immediately easy to work
out that

Q = '2k(1 − '1 − !q/k"2)1/2, !9a"

q = Q'1 − !Q/2k"2, !9b"

which reduces to Q$q in the limit "→0.
By using Eq. (8) it is now possible to express the scattered

intensity distribution as

IS!Q" $ S(q!Q") , !10"

the same recovered with a traditional low-angle scattering
apparatus.
As already mentioned in the Introduction, HNFS is a

powerful technique which exhibits many remarkable features
like a rigorous subtraction of the stray light, almost no re-
quirement on the optical alignment, and simplicity and com-
pactness of the setup. However, there are also some nonsec-
ondary limitations which may hamper the actual applicability
of the technique. The most important one is related to the
requirements on the optical/mechanical stability of the setup.
Since typically the rms level of the signal fluctuations is of
the order of 1% with respect to the static background, and
the overall measuring time can be as long as several minutes,
we are imposing a rather stringent requirement on the stabil-
ity of the reference term i0!r". A slow drift of the laser
power, or a slight change in the alignment induced by
mechanical/thermal relaxations, or any other reason causing
a change of the optical background during the measuring
time, could produce variations of i0!r" stronger than or com-
parable with the weak intensity fluctuations we want to mea-
sure. Thus, Eq. (2) does not hold anymore, and the technique
may become highly inaccurate. An example of that will be
given in Fig. 4, which will be discussed at the end of Sec.
II B. Another limitation is the off-line analysis associated
with the procedure. First, many independent frames must be
acquired and stored, and only afterward can the analysis be
carried out.

B. HNFS, double-frame analysis

The limitations associated with the single-frame analysis
discussed above can be removed by adopting a differential
double-frame analysis. Suppose that we acquire a set of dif-
ferent frames corresponding to many independent sample
configurations, and let %t be the temporal distance between
each frame. Thus, indicating with f1 and f2 the frames taken
at time t and t+%t, respectively, under the same assumptions
of Eq. (1), we can write

f1!r,t" = i0!r" + e0!r"e1
*!r,t" + e0

*!r"e1!r,t" , !11a"

FIG. 2. Vectors and angles involved in the HNFS technique. k0,
incident wave vector; kS, scattered wave vector; Q, transferred
wave vector; q, Fourier vector; ", scattering angle.
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Is(Q) ⇠ S[q(Q)]

q = Q
p
1� (Q/2k)2

with

Subtract the average static contribution: i0(r) = |e0(r)|2 = hf(r, t)it
�f(r, t) = f(r, t)� hf(r, t)it = e0(r)e

⇤
S(r, t) + e⇤0(r)eS(r, t)

Fourier transform the image difference:
�F (q, t) = E0(q) ⇤ E⇤

S(�q, t) + E⇤
0 (�q) ⇤ ES(q, t)

⇠ E⇤
S(�q, t) + ES(q, t) (NF: narrow E0 spectrum)

Power spectrum of the heterodyne signal:
|�F (q, t)|2 ⇠ |ES(q, t)|2+|ES(�q, t)|2+ES(�q, t)ES(q, t)+E⇤

S(�q, t)E⇤
S(q, t)

vanishes when averaged over time

necessary condition: z < D/2✓
max
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Apply a differential double-frame analysis (frames separated by time ∆t):

f1(r, t) = i0(r) + e0(r)e
⇤
1(r, t) + e⇤0(r)e1(r, t)

intensity in frame 1:

intensity in frame 2:
f2(r, t+�t) = i0(r) + e0(r)e

⇤
2(r, t+�t) + e⇤0(r)e2(r, t+�t)

Calculate the intensity difference:
�f(r, t,�t) = e0(r)e

⇤
2(r, t+�t)+e⇤0(r)e2(r, t+�t)�e0(r)e

⇤
1(r, t)�e⇤0(r)e1(r, t)

�f(r, t,�t) = e0(r)e
⇤
2(r, t+�t)+e⇤0(r)e2(r, t+�t)�e0(r)e

⇤
1(r, t)�e⇤0(r)e1(r, t)

Following the same analytical method:
|�F (q, t,�t)|2 = |↵1|2 + |↵2|2 + ↵1↵

⇤
2 + ↵⇤

1↵2

↵1 = E⇤
1 (�q, t) + E1(q, t)

↵2 = E⇤
2 (�q, t+�t) + E1(q, t+�t)

Double frame analysis removes some of the limitations associated with 
fluctuations in the intensity signal, but ∆t must be carefully chosen



Differential dynamic microscopy (DDM)
Differential dynamic microscopy: dynamic heterodyne near-field 
scattering: fluctuations in the Fourier intensity difference spectrum 
signal are analyzed as a function of ∆t

|�F (q, t,�t)|2 = |↵1|2 + |↵2|2 + ↵1↵
⇤
2 + ↵⇤

1↵2

Cerbino and Trappe showed, for a collection of scattering particles, a 
single Fourier decay mode satisfied:

References:
Cerbino and Trappe, Phys. Rev. Lett. 100, 188102 (2008)
Giavazzi, Cerbino, et al., Phys. Rev. E 80, 031403 (2009)

“vanishing” terms (in temporally-averaged HFNS) 
describe decorrelation of intensity fluctuations 

|�F (q;�t)|2 = A(q) [1� exp (��t/⌧(q))] +B(q)

More generally, this is the intermediate scattering 
function measured in dynamic light scattering 

|�F (q;�t)|2 = A(q) [1� f(q;�t)] +B(q)

intermediate scattering function ISF



Methods and variations
These rather complex expressions can be simplied in

some limit cases. For the cases of interest in the present work,
one has:

h1
~Q

! "
/

hsplay^ g1 !
a3

2

hb

; Qt[Qk

hbend^ g1 !
a2

2

hc

; Qt " Qk

8
>>><

>>>:
(6)

h2
~Q

! "
/

htwist^ g1; Qt[Qk

hbend^ g1 !
a2

2

hc

; Qt " Qk

8
><

>:
(7)

which dene hsplay, htwist, hbend, and in turn result in the
following expressions for the relaxation rates of the two modes:

G1
~Q

! "
/

Gsplay^
K11

hsplay

Qt
2; Qt[Qk

Gbend^
K33

hbend

Qk
2; Qt " Qk

8
>>><

>>>:
(8)

G2
~Q

! "
/

Gtwist^
K22

htwist

Qt
2; Qt[Qk

Gbend^
K33

hbend

Qk
2; Qt " Qk

8
>>><

>>>:
(9)

For each of the three deformations, the viscoelastic ratio is
thus in the form K/h where K is a deformation-dependent elastic
constant (measured in newton) and h is the corresponding
viscosity (measured in Pa s). In the next paragraph we will show
how it is possible to exploit the limits in eqn (8) and (9) in DDM
experiments.

3 Dynamic microscopy of fluctuating
nematics
In this paragraph we rst briey recall the working principles of
bright-eld DDM, as introduced in ref. 8 and 9. In addition, we
describe DDM in the presence of polarising elements, which are
the essence of the pDDM method. Our description includes the
outline of novel experimental geometries that are used here for
the characterisation of the viscoelasticity of nematics.

Bright-eld DDM

DDM is a near-eld (or deep-Fresnel) scattering technique22 that
allows the recovery of scattering information about the sample
by analysing sequences of images (movies) acquired close to the
sample (deep-Fresnel regime) rather than in the sample far-eld
(Fig. 2). The main idea of DDM is to extract from microscope
images a signal that is proportional to the density uctuations
within the sample. In this way, by means of Fourier transform
analysis, it is possible to quantify relevant statistical quantities
such as the static and the dynamic structure factor, for
comparison with suitable theoretical models or with analogous
quantities extracted from far-eld scattering experiments.9

In bright-eld DDM experiments such a task is easily tackled
for weakly scattering samples i.e. whenever the intensity of the

transmitted beam I0 ¼ E*0E0 is way larger than the intensity of
the scattered light Is ¼ E*sEs, where E0 and Es are the incident
and scattered elds, respectively. Indeed, fulllment of the
heterodyne condition Is " I0 guarantees that the intensity of
each microscope image can be written as

I(x, y, t) ¼ |E0 + Es(x, y, t)|
2 x I0 + 2Re[E*

0Es(t)] (10)

where the homodyne term Is has been neglected and where Re
[.] is the real part of the argument. Eqn (10) shows that a
measure of the intensity I(x, y, t) enables one to access the real
part of the uctuating scattering eld Es(x, y, t), a consequence
of the intrinsic interferometric nature of the method. This fact
can be exploited if an effective procedure for removing the
transmitted light intensity I0 is found. Among the possible
choices,9 a very common one is to calculate the algebraic
difference between two images acquired at different times t0
and t0 + Dt to obtain the difference image

Fig. 2 In a DDM experiment (a) light impinging on the sample is
scattered at various angles and is collected by the objective lens. Two-
dimensional microscope images of the sample are Fourier analysed
and information equivalent to a traditional far-field scattering experi-
ment (b) is recovered. A generic scattered ray (wave propagating) with
polar angle q and azimuthal angle f (dashed line), which corresponds
to the point (q, f) in the far-field scattering pattern (b), is collected by
the lens in a DDM experiment (a) and contributes to the images. The
contribution of each scattered ray (wave) can be isolated bymeans of a
two dimensional Fourier analysis, which is based on the two-dimen-
sional projection ~q (defined in eqn (12)) of the wave vector ~Q trans-
ferred during the scattering process (c). The length ks of the scattered
wave vector~ks may differ in general from the length ki of the incident
wave vector~ki (inelastic scattering).

3940 | Soft Matter, 2014, 10, 3938–3949 This journal is © The Royal Society of Chemistry 2014
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S(q,�t) = A(q) [1� f(q,�t)] +B(q)

�f(x, y;�t) = f(x, y; t+�t)� f(x, y; t)

1. Subtract images separated by fixed lag time:

2. Fourier transform image differences:

3. Azimuthally average to obtain image structure function:

4. Fit structure function to obtain intermediate scattering function:

Brightfield DDM: processing

2

3

S(u
x

, u
y

;�t) ! S(q,�t)

S(
q,
Δ

t) 
(a

.u
.)

4

1

S(u
x

, u
y

;�t) =
D
|�I(u

x

, u
y

;�t)|2
E

Framework also works for other linear space-invariant imaging methods (fluorescence DDM)



Example: particle dynamics

System: polystyrene nanoparticles 
(73 nm and 420 nm)

Cerbino and Trappe, Phys. Rev. Lett. 100, 188102 (2008)

Key result: Diffusivity of submicron 
particles can be measured using DDM

jFD!ux; uy; !t"j2, which we simply calculate by applying a
fast Fourier transform [13] to the difference images. For
isotropic samples, like the one investigated, the expecta-
tion value of jFD!ux; uy; !t"j2 is rotationally invariant in
the !ux; uy" plane. This allows us to perform azimuthal
averages and to treat the one-dimensional power spectrum

jFD!u; !t"j2, where u #
!!!!!!!!!!!!!!!!!
u2
x $ u2

y

q
. For easy comparison

with scattering experiments we use wave vectors q # 2!u
instead of spatial frequencies u. Processing the data at
several !t enables us to report the one-dimensional power
spectrum jFD!q; !t"j2 as a function of the time delay, as
shown for three values of q (q # 2:6 "m%1, q #
3:9 "m%1, and q # 4:5 "m%1) in Fig. 3. As for the vari-
ance #2!!t" we find that jFD!q; !t"j2 increases rapidly
with !t to then saturate at longer time delays. The cross-
over to the plateau value systematically shifts to smaller !t
as the wave vector q increases, denoting a q dependence in
the characteristic time of the system.

For a quantitative description of this behavior we con-
sider that fluctuations in the intensity of the original images
are due to concentration fluctuations in the sample. For
Brownian diffusion it is well known that every Fourier
concentration mode decays exponentially in time,
exp!%!t=$!q"", with a characteristic time $!q" #
1=Dmq2, where Dm is the mass diffusion coefficient of
the particles [9]. For the analysis of the difference images it
is then easy to show that

 jFD!q; !t"j2 # A!q"&1% exp!%!t=$!q""' $ B!q": (3)

This equation contains two main contributions: the term
B!q" is due to the power spectrum of the camera noise and
is present even in the absence of the particles. The term
A!q"&1% exp!%!t=$!q""' describes the contribution as-
sociated with the particles. A quantitative description of
the term A!q" requires the knowledge of the exact relation-
ship between intensity and concentration fluctuations,
which is beyond the scope of this Letter. However, once

q is fixed, we can treat A!q" and B!q" as simple adjusting
parameters and extract the characteristic time $!q" by
simply considering the !t dependence of jFD!q; !t"j2.
This is very similar to what has been done in Ref. [14]
where an expression similar to Eq. (3) has been proposed to
analyze sequences of shadowgraph images for the charac-
terization of nonequilibrium concentration fluctuations in a
binary mixture.

Thus, we fit our data to Eq. (3) to obtain $!q", which we
report in Fig. 4 for q ranging from 0:4 "m%1 to 5 "m%1

(black open circles). On the same graph the dotted
black line denotes the expected behavior calculated by
using the formula $!q" # 1=Dmq2, where Dm is estimated
using the Stokes-Einstein relation Dm # kBT=!3!%d" #
5:98 "m2=s; kB is the Boltzmann constant, T the absolute
temperature, % the solvent viscosity, and d the diameter of
the particles. The experimental results are in good agree-
ment with the theoretically expected values over more than
one decade in q, showing that DDM is a reliable means to
determine the dynamical properties of the sample. To our
knowledge, this result provides the first experimental evi-
dence that white-light, bright-field microscopy can be used
to monitor the q-dependent dynamics of particles.

We also perform experiments by using particles with a
diameter of 420 nm, value comparable to the point spread
function of the microscope. In Fig. 5 we present two
images of this sample separated in time by 10 s. In contrast
to the previous case, the particles are fairly visible, though
the static signal due to dust along the optical path still
represents a significant contribution. However, the subtrac-
tion procedure described above can still be applied to
visualize the particles’ motion and to eliminate the static
noise, as shown in the movie clip referred to in [11]. The
image sequence is analyzed as described above and the
results are presented in Fig. 4 as blue open squares. A good

FIG. 3 (color online). Growth of jFD!q; !t"j2 with !t for three
values of q: q # 2:6 "m%1 (black squares), q # 3:9 "m%1 (red
up-triangles), and q # 4:5 "m%1 (blue down-triangles). The
continuous lines are fits of the data to Eq. (3).

FIG. 4 (color online). Characteristic decay time $ versus the
wave vector q for the 73 nm (black circles) and the 420 nm (blue
squares) particles. Fitting of the data gives, respectively, the
values Dm # 6:2( 0:3 "m2=s and Dm # 1:1( 0:2 "m2=s.
The lines are theoretical predictions calculated by using the
Stokes-Einstein relation with no adjustable parameters.

PRL 100, 188102 (2008) P H Y S I C A L R E V I E W L E T T E R S week ending
9 MAY 2008

188102-3

jFD!ux; uy; !t"j2, which we simply calculate by applying a
fast Fourier transform [13] to the difference images. For
isotropic samples, like the one investigated, the expecta-
tion value of jFD!ux; uy; !t"j2 is rotationally invariant in
the !ux; uy" plane. This allows us to perform azimuthal
averages and to treat the one-dimensional power spectrum

jFD!u; !t"j2, where u #
!!!!!!!!!!!!!!!!!
u2
x $ u2

y

q
. For easy comparison

with scattering experiments we use wave vectors q # 2!u
instead of spatial frequencies u. Processing the data at
several !t enables us to report the one-dimensional power
spectrum jFD!q; !t"j2 as a function of the time delay, as
shown for three values of q (q # 2:6 "m%1, q #
3:9 "m%1, and q # 4:5 "m%1) in Fig. 3. As for the vari-
ance #2!!t" we find that jFD!q; !t"j2 increases rapidly
with !t to then saturate at longer time delays. The cross-
over to the plateau value systematically shifts to smaller !t
as the wave vector q increases, denoting a q dependence in
the characteristic time of the system.

For a quantitative description of this behavior we con-
sider that fluctuations in the intensity of the original images
are due to concentration fluctuations in the sample. For
Brownian diffusion it is well known that every Fourier
concentration mode decays exponentially in time,
exp!%!t=$!q"", with a characteristic time $!q" #
1=Dmq2, where Dm is the mass diffusion coefficient of
the particles [9]. For the analysis of the difference images it
is then easy to show that

 jFD!q; !t"j2 # A!q"&1% exp!%!t=$!q""' $ B!q": (3)

This equation contains two main contributions: the term
B!q" is due to the power spectrum of the camera noise and
is present even in the absence of the particles. The term
A!q"&1% exp!%!t=$!q""' describes the contribution as-
sociated with the particles. A quantitative description of
the term A!q" requires the knowledge of the exact relation-
ship between intensity and concentration fluctuations,
which is beyond the scope of this Letter. However, once

q is fixed, we can treat A!q" and B!q" as simple adjusting
parameters and extract the characteristic time $!q" by
simply considering the !t dependence of jFD!q; !t"j2.
This is very similar to what has been done in Ref. [14]
where an expression similar to Eq. (3) has been proposed to
analyze sequences of shadowgraph images for the charac-
terization of nonequilibrium concentration fluctuations in a
binary mixture.

Thus, we fit our data to Eq. (3) to obtain $!q", which we
report in Fig. 4 for q ranging from 0:4 "m%1 to 5 "m%1

(black open circles). On the same graph the dotted
black line denotes the expected behavior calculated by
using the formula $!q" # 1=Dmq2, where Dm is estimated
using the Stokes-Einstein relation Dm # kBT=!3!%d" #
5:98 "m2=s; kB is the Boltzmann constant, T the absolute
temperature, % the solvent viscosity, and d the diameter of
the particles. The experimental results are in good agree-
ment with the theoretically expected values over more than
one decade in q, showing that DDM is a reliable means to
determine the dynamical properties of the sample. To our
knowledge, this result provides the first experimental evi-
dence that white-light, bright-field microscopy can be used
to monitor the q-dependent dynamics of particles.

We also perform experiments by using particles with a
diameter of 420 nm, value comparable to the point spread
function of the microscope. In Fig. 5 we present two
images of this sample separated in time by 10 s. In contrast
to the previous case, the particles are fairly visible, though
the static signal due to dust along the optical path still
represents a significant contribution. However, the subtrac-
tion procedure described above can still be applied to
visualize the particles’ motion and to eliminate the static
noise, as shown in the movie clip referred to in [11]. The
image sequence is analyzed as described above and the
results are presented in Fig. 4 as blue open squares. A good

FIG. 3 (color online). Growth of jFD!q; !t"j2 with !t for three
values of q: q # 2:6 "m%1 (black squares), q # 3:9 "m%1 (red
up-triangles), and q # 4:5 "m%1 (blue down-triangles). The
continuous lines are fits of the data to Eq. (3).

FIG. 4 (color online). Characteristic decay time $ versus the
wave vector q for the 73 nm (black circles) and the 420 nm (blue
squares) particles. Fitting of the data gives, respectively, the
values Dm # 6:2( 0:3 "m2=s and Dm # 1:1( 0:2 "m2=s.
The lines are theoretical predictions calculated by using the
Stokes-Einstein relation with no adjustable parameters.
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Fitting model:

S(q,�t) = A(q)


1� exp

⇢
� �t

⌧(q)

��
+B(q)

S(q,�t) = A(q)


1� exp

⇢
� �t

⌧(q)

��
+B(q)

q = 2.6 µm-1

3.9 µm-1

4.5 µm-1

camera noise

signal



Considerations for running experiments

He, Spannuth, JCC, and Krishnamoorti, Soft Matter 8, 11933-11938 (2012)

(4 ¼ 10"3 to 10"6) and over one order of magnitude in wave-

vector q, s(q) scales as q"2 as expected for freely diffusing

nanoparticles in solution. Similarly, for the case of dispersions of

100 and 200 nm diameter nanoparticles, we find good agreement

with the behavior expected on the basis of the diffusive dynamics

of individual nanoparticles over a wide range of volume frac-

tions. Furthermore, we obtain excellent agreement between

f-DDM and b-DDM measurements, demonstrating that the

linear space-invariant images provided by fluorescence micros-

copy can also be used to extract dynamic information that is

similar to that obtained from brightfield microscopy.16

We further confirm that the relaxation times measured by

DDM (both brightfield and fluorescence) reflect free diffusion by

measuring the relaxation times at larger wavevectors using

dynamic light scattering (DLS). Across nearly two orders of

magnitude in q, the s(q) # q"2 scaling is maintained for all

particle dispersions, as shown in Fig. 5. Moreover, the values of

s(q) obtained from the DDM measurements quantitatively

extrapolate to those obtained from the DLS measurements at

higher q-values.

The values of the diffusion coefficients for nanoparticles of

various diameters over a wide range of dispersion concentrations

using b-DDM, f-DDM and DLS are summarized in Table 2.

Over three orders of magnitude in volume fraction (10"3 to 10"6)

of 100 to 400 nm nanoparticles, the diffusion coefficients

measured using the three techniques are in excellent agreement

within experimental errors. Moreover, we have shown that

f-DDM can be used to measure diffusion coefficients for nano-

particles whose size is smaller than the optical resolution of the

microscope, and have extended the range of accessible volume

fractions down to 10"6. A second advantage of the two DDM

techniques is that they can access smaller scattering vectors as

compared to those accessed with conventional DLS and there-

fore can be used to probe longer length (and time) scale

dynamics. Finally, we note that DDM accurately measures the

diffusion coefficient at larger volume fractions (4 ¼ 10"3) where

multiple scattering precludes DLS measurements. These features

make DDM an excellent and versatile technique to complement

DLS measurements, and will enable optical methods to be

extended to quantify the diffusion of nanoparticles in complex

geometries and complex media.

We have identified two different scenarios where the DDM

methodology does not provide accurate data for the dynamics of

nanoparticles. First, as either the concentration of nanoparticles

or their size is decreased, the ratio of the signal term A(q) to the

background term B(q) decreases. This leads to significant errors

in the fitting of the structure function data (obtained in either

b-DDM or f-DDM) to eqn (4) and therefore in the estimation of

the associated characteristic relaxation time scale. Importantly,

the values of s(q) typically do not scale as q"2, and therefore the

diffusion coefficients deduced from these measurements are

inherently unreliable. Empirically, we found that limiting the

data to those cases where the ratio A(q)/B(q) was greater than

0.07 for f-DDM or greater than 0.2 for b-DDM yielded diffusion

coefficients that were generally reliable. Secondly, for the

smallest nanoparticles considered here under highly dilute

conditions, the structure function measured with f-DDM does

not exhibit an exponential increase (shown for a sample with 4¼
10"5 in the ESI, Fig. S8†) and cannot be fitted using eqn (4).

Fig. 4 Relaxation time s(q) as a function of wave vector q (mm"1)

obtained by fitting the b-DDM (open symbols) and f-DDM (filled

symbols) structure functions to eqn (4) for an aqueous dispersion of

400 nm nanoparticles at volume fractions of 10"3 and 10"5. The relax-

ation time s(q) scales as q"2 as expected from the anticipated free diffusive

behavior of the nanoparticles. The error bars for s(q) are smaller than the

symbols.

Fig. 5 Relaxation time s(q) (in seconds) as a function of wavevector q (in

mm"1) for aqueous dispersions of 100 nm (diamonds), 200 nm (circles),

and 400 nm (triangles) nanoparticles from DDM and DLS measure-

ments. Open symbols correspond to DDM measurements and filled

symbols correspond to DLS measurements. The relaxation times s(q)
obtained from DDM extrapolate quantitatively to the data obtained

from DLS measurements, which demonstrates their equivalence.

Table 2 Diffusion coefficients (in mm2 s"1) measured using b-DDM,
f-DDM and DLS for aqueous dispersions of nanoparticles at 25 $C

NP diameter
Volume
fraction, 4

Diffusion coefficient (mm2 s"1)

b-DDM f-DDM DLS

400 nm 1 % 10"3 0.96 & 0.06 0.95 & 0.04 —
1 % 10"4 0.94 & 0.05 0.95 & 0.06 —
1 % 10"5 0.95 & 0.03 0.94 & 0.05 0.92 & 0.06
1 % 10"6 0.93 & 0.02 0.96 & 0.06 0.97 & 0.05

200 nm 1 % 10"3 1.88 & 0.10 1.89 & 0.10 —
1 % 10"4 1.89 & 0.12 1.92 & 0.10 —
1 % 10"5 1.92 & 0.06 1.92 & 0.11 2.01 & 0.06
1 % 10"6 1.93 & 0.07 1.89 & 0.27 2.01 & 0.05

100 nm 1 % 10"3 3.83 & 0.11 3.91 & 0.14 —
1 % 10"4 3.79 & 0.09 3.71 & 0.20 —
1 % 10"5 3.60 & 0.14 Immeasurable 3.83 & 0.06
1 % 10"6 3.60 & 0.34 Immeasurable 3.87 & 0.09
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qmin =

2⇡

max (l
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, l
y

)

q
max

= min
⇣p

frame rate/D, 2⇡n sin (✓
max

)/�
⌘

qmin ≈ 0.1 µm-1

qmax ≈ 4—12 µm-1

2. Signal-to-noise ratio

1. Range of accessible wave vectors

A(q)

B(q)
�

0.07 (f-DDM)

0.2 (b-DDM)



Variants: confocal DDM

Useful for: obtaining structure factors and dynamics in dense and/
or opaque samples that are multiply-scattering

Modification: analyze time series of confocal micrographs

Lu, Cerbino, et al., Phys. Rev. Lett. 108, 218103 (2012) 

and determine the distribution of swimming velocities. We
term this technique, which enables these measurements,
confocal differential dynamic microscopy (ConDDM).

Our confocal fluorescence microscope includes a
Nipkow spinning disk [Yokogawa], CCD camera
[QImaging], 100! oil 1.4 N.A. objective [Leica], solid-
state 532-nm laser [Laserglow], and hardware timing
control [1]. We suspend spheres of sterically stabilized
polymethylmethacrylate (PMMA) with DiIC18 dye [2] in
a solvent of 18% (by mass) cis-decahydronaphthalene,
22% tetrahydronaphthalene, and 60% tetrachloroethylene.
At 25 "C, the solvent has density 1:280# 0:002 g=cm3,
dynamic viscosity 1:288# 0:002 mPa sec , and refractive
index n ¼ 1:505; particles remain neutrally buoyant for
days and are macroscopically transparent at close-packed
densities.

We collect multiple uninterrupted sequences of >1000
images of 256! 256 pixels, from a depth 20 !m from the
coverslip, at 33.4 frames per sec; a typical image from the
sample at " ¼ 0:20 is shown in Fig. 1(a). We select pairs
of images separated by a time interval #t and subtract one
from the other, removing any time-independent back-
ground, shown for #t ¼ 0:06, 0.25, and 1.00 sec in
Figs. 1(b)–1(d), respectively. We calculate the 2D Fourier

transform of this difference, square its magnitude to give a
2D power spectrum as a function of wave vector ~q ¼
ðqx; qyÞ, and average for all image pairs of equal #t within

the sequence [4,5] to yield !"ð ~qÞ, shown for 104 image pairs
in Fig. 1(e) for #t ¼ 1:00 sec . The original implementa-
tion of this algorithm [MATLAB] requires several hours of
computation for typical image sequences; however, the
numerous independent fast Fourier transforms (FFT) and
image pair subtractions make this calculation well-suited
to parallelization. Therefore, we implement the same al-
gorithm on a graphics processing unit (GPU) [NVIDIA
Tesla C2050 GPU, CUDA C, CuFFT, NPP]; our acceler-
ated code is 2 orders of magnitude faster, reducing pro-
cessing time to around a minute, making the experiment far
more interactive.
The sample dynamics and structure are isotropic, evi-

denced by the circular symmetry of !"ð ~qÞ in Fig. 1(e);
therefore, we average azimuthally to determine "ðqÞ as a
function of scalar wave vector magnitude q'ðq2xþq2yÞ1=2,
shown in Fig. 1(f). Repeating this procedure for different
#t yields the image structure function "ðq;#tÞ, shown in
Fig. 1(g), where the slice outlined by the vertical (white)
rectangle corresponds to "ðq;#t ¼ 1:00 secÞ in Fig. 1(f).
To probe temporal dependence, for each q we slice
"ðq;#tÞ along the #t axis; the data from one slice,
outlined by the horizontal (blue) rectangle in Fig. 1(g),
represent sample time evolution at fixed q ¼ 3:9 !m)1

and are marked with symbols in Fig. 1(h). For #t ¼ 0,
"ðq;#t ! 0Þ ¼ BðqÞ, a time-independent noise floor; as
#t increases, the differences between images in each pair
increase. Consequently, "ðq;#tÞ rises until saturating
when the images are totally decorrelated, following the
form "ðq;#tÞ ¼ 2AðqÞ½1) gðq;#tÞ+ þ BðqÞ, where the
image correlation function gðq;#tÞ is equivalent to
the intermediate scattering function in DLS. For dilute
Brownian particles, gðq;#tÞ ' exp½)#t=$ðqÞ+, where
$dilðqÞ ' 1=ðD0q

2Þ and D0 is the single-particle diffusion
coefficient [4,5]; our experimental data conform closely
to this exponential form, shown with the solid curve in
Fig. 1(h). We repeat the fit for each q to yield estimates of
AðqÞ, BðqÞ, and $ðqÞ. The fit is valid when q>qmin'
2%=L¼0:2!m)1, where L is the image size, and when
q < qmax ¼ 8 !m)1. In general, qmax is set by the mini-
mum distance particles move between successive frames,
though here qmax coincides with a particle form-factor
minimum, shown with a dotted gray line in Fig. 3(a); these
q values map to scattering angles between 0.4" and 25",
well below those accessed easily with traditional light
scattering setups.
At high q ! qmax, the $dilðqÞ data from a dilute sample

at " ¼ 0:005 scale as q)2, as in DDM, shown with
downward-pointing (blue) triangles in Fig. 2; the fit to
the data yields D0 ¼ 0:338# 0:005 !m2=s. For compari-
son, we measure a dilute sample at "< 0:001 of the
same particles and solvent with DLS [ALV], which fall

FIG. 1 (color online). (a) Raw confocal fluorescence image
of particles at " ¼ 0:20. Difference between images separated
in time by (b) #t ¼ 0:06 sec, (c) #t ¼ 0:25 sec, and
(d) #t ¼ 1:00 sec. (e) 2D !"ð ~q;#t ¼ 1:00 secÞ averaged over
104 image pairs and (f) its 1D azimuthal average "ðq;#t ¼
1:00 secÞ plotted on the same scale in q. (g) "ðq;#tÞ, where the
function in (f) corresponds to the white rectangle.
(h) "ðq ¼ 3:9 !m)1;#tÞ shows the time evolution at constant
q ¼ 3:9 !m)1 and corresponds to the blue rectangle in (g).
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on the same dashed line shown in Fig. 2; the fit yields
DDLS

0 ¼ 0:330" 0:01 !m2=s, in quantitative agreement
with the ConDDM-derived value, and a particle hydro-
dynamic radius ah ¼ 508" 6 nm via the Stokes-Einstein
relation. By contrast, at low q, confocal sectioning causes
"ðqÞ in ConDDM to plateau to a constant "ðq ! 0Þ %
"z & 6 sec , roughly the time for particles to diffuse out
of the confocal imaging plane, similar to fluorescence
correlation spectroscopy [3]. We estimate "z ffi ð#zÞ2=D0,
where #z & 1:5 !m approximates the confocal slice
thickness; separately, we measure the full width at half
maximum (FWHM) of the axial point-spread function, by
dispersing quantum dots on a coverslip, and find it to be
1:6" 0:1 !m, comparable to #z. To test whether the
plateau reflects generally the confocal ẑ resolution, we
repeat the measurements with a different confocal micro-
scope: a resonant-galvanometer point scanner with 63( oil
1.4 N.A. objective [Leica], collecting at 55.0 fps with a 0.5
Airy-disk pinhole. At high q, the "ðqÞ data completely
overlap the Nipkow and DLS data, shown with upward-
pointing (red) triangles in Fig. 2; by contrast, at low q,
we find #z & 0:5 !m, close to the measured FWHM of
0:52" 0:01 !m. These data demonstrate the novel ability
of ConDDM to characterize the effective in situ point-
spread function using any confocal microscope.

Confocal sectioning allows enough signal to measure
meaningfully the long-time limit AðqÞ in dense samples, a
new capability not possible in wide field DDM. In general,
AðqÞ % $PðqÞSðqÞTðqÞ, where PðqÞ is the single-particle
form factor, SðqÞ the structure factor, and TðqÞ the
imaging-system transfer function [5]. PðqÞ and TðqÞ
are fixed for samples with the same particles and
solvents. For dilute $ ! 0 suspensions, SdilðqÞ ¼ 1 and
AdilðqÞ ¼ $dilTðqÞPðqÞ; therefore, we can determine SðqÞ
at any $: SðqÞ ¼ $dilAðqÞ=$AdilðqÞ, as shown with filled
symbols in Fig. 3(a). We compare these measured data to
theoretical SðqÞ estimates within the Percus-Yevick (PY)
model; the PY calculations are in excellent quantitative
agreement with our data, shown with solid curves in
Fig. 3(a); in all cases, the fits yield an estimate of particle
radius aPY ¼ 510" 5 nm, within an error of ah. To com-
pare with traditional confocal microscope usage, we
collect 3D stacks of these indexed-matched colloids, de-
termine 3D particle positions with software [1], and cal-
culate SðqÞwith a discrete sum [2]. In all cases, the 3D data
are slightly noisier but still in good agreement with both

FIG. 2 (color online). "ðqÞ for dilute colloidal suspensions,
using data from a Nipkow-disk confocal (open blue
downward-pointing triangles), point-scanning confocal (open
red upward-pointing triangles), and DLS (filled black circles),
scale at high q as q)2 and fall on the same (dashed blue) line. At
low q, the Nipkow-disk data plateau to a far higher value than
that from the point scanner, demonstrating the latter’s higher
resolution along the optical axis. For swimming bacteria, "ðqÞ
data collected deep in the bulk, more than 4 !m from the
coverslip (open diamonds and squares) scale at high q as q)1

(dotted line), indicating ballistic motion; by contrast, data from
bacteria within 1–2 !m of the coverslip (open circles) follow no
clear power law but instead are sigmoidal curves with inflection
points near q & 0:8 !m)1.

FIG. 3 (color online). (a) SðqÞ for index-matched colloidal
suspensions, from ConDDM (closed symbols), 3D particle posi-
tions (open symbols), and the PY model (solid curves). Particle
form factor shown as a gray dotted line. (Inset) x̂-ẑ image of the
indexed-matched sample at $ ¼ 0:40 shows constant contrast
50 !m into the sample. (b) HðqÞ for the same suspensions, from
ConDDM (open symbols) and a theoretical model (solid curves).
(c) SðqÞ for an opaque, index-mismatched colloidal suspension at
$ ¼ 0:25 (open squares). The PY prediction (solid curve) is in
quantitative agreement with the data, while SðqÞ from 3D particle
positions (dashed curve) is completely different. (Inset) x̂-ẑ image
of the indexed-mismatched sample at $ ¼ 0:25 shows complete
loss of contrast tens of microns into the sample.
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Variant: polarized DDM

to focus the attention on the reconstructed scattering pattern
A(qx, qy) ¼ D(qx, qy, Dt / N) and its symmetries. For all these
geometries we will also specify the correct relations between the
amplitude Q of the three-dimensional wave vector of the uc-
tuations and the amplitude q of the two-dimensional wave
vector associated with the image Fourier transform. We note
that light scattering from liquid crystals is in general inelastic
(kss ki) with Dq¼ |ki" ks|max¼ k0Dm, where Dm¼ |me"mo| is
the difference between the extraordinary and ordinary refractive
indices of the sample and k0 is the incident wave vector in the
vacuum.

Planar alignment – geometry P1. In this geometry the
polariser and the analyser are crossed and the director forms an
angle p/8 with the polariser (Fig. 4). This choice for the angle
guarantees not only a fairly intense transmitted beam intensity
but also the linearity between the change in intensity and the
(small) local orientational uctuation of the director. As
customarily done in optics, the linearly polarised incident light
can be decomposed into two components, one with the polar-
isation direction of the electric eld perpendicular to the
director (ordinary light) and the other one parallel to it
(extraordinary light). A similar decomposition can be made for
the scattered light where both the elastic and inelastic scat-
tering processes contribute to the scattering pattern. However,
if the scattering pattern is analysed in the two directions (bow-

ties in Fig. 4a) that are parallel (centre in Fig. 4b and c) and
perpendicular (right in Fig. 4b and c) to the director, the
contribution of polarised scattering is negligible. The use of eqn
(15) with the proper reference system allows the estimation of
the contribution of the two modes by recalling that the scat-
tering of each mode is proportional to (ivfz + izfv)2, with v ¼ 1, 2.

# for director orientation modulations with wave vector ~q
parallel to n̂0 the suitable reference system is drawn on the le
side of panel b in Fig. 4. In this direction, only mode 2 can
be thus probed. Indeed, for ordinary incident light and
extraordinary scattered light (Fig. 4, panel b, centre) one has i1¼
iz ¼ f1 ¼ f2 ¼ 0, which implies (i1fz + izf1)2 ¼ 0 and

ði2 fz þ iz f2Þ2 ¼ 1" q
nek0

! "2

, whereas for extraordinary incident

light and ordinary scattered light (Fig. 4, panel b, right) one has
i1 ¼ i2 ¼ f1 ¼ fz ¼ 0, which leads to (i1fz + izf1)2 ¼ 0 and

Fig. 3 Sketch of the pDDM experimental and data analysis procedure.
(a) The sample is confined between two glass slides whose surfaces are
treated in order to promote the planar (a1) or the homeotropic (a2)
alignment of the director. (b) The sample cell is positioned on the
microscope stage between two polarising elements. The polarisers are
mutually oriented according to themodes to be probed (see text). (c) A
stack of digital images of the sample is acquired with a fixed frame rate.
(d) For each Dt, the 2D image structure function D(~q, Dt) is calculated
by averaging the Fourier power spectrum of the difference of images
separated in time by the same time delay Dt. (e) The fit of D(~q, Dt) as a
function of Dt allows the estimation of the q-dependent amplitudes A,
the rates G and the camera noise B (see eqn (13) and (16)). (f) The linear
fit of each G as a function of q2 in selected geometry-dependent
directions allows the estimation of the corresponding viscoelastic
ratio, according to eqn (3).

Fig. 4 (a) Sketch of a pDDM experiment in the P1 geometry. Unpo-
larised light crosses a linearly polarising element (polariser) and inter-
acts with the nematic sample, whose director is placed at p/8 with
respect to the polariser axis. Both the transmitted beam and the
scattered light encounter a second polarising element (analyser),
perpendicular to the first one. Microscope images (not shown) are
acquired and processed as described in the text to recover information
equivalent to a traditional far-field scattering experiment. If the scat-
tering pattern is analysed along the direction parallel (blue online) or
perpendicular (red online) to the director, the contribution of polarised
scattering is negligible. (b) For ~qkn̂0 (corresponding reference system
on the left) the two combinations of interest are: incident ordinary light
and scattered extraordinary light (centre); incident extraordinary light
and scattered ordinary light (right). (c) For ~qtn̂0 (corresponding
reference system on the left) the two combinations of interest are:
incident extraordinary light and scattered ordinary light (centre); inci-
dent ordinary light and scattered extraordinary light (right).

3942 | Soft Matter, 2014, 10, 3938–3949 This journal is © The Royal Society of Chemistry 2014
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Useful for: optically-anisotropic systems (liquid crystals)

Modification: insert polarizer and analyzer into the beam path 

Giavazzi, Cerbino, et al., Soft Matter 10, 3938-3949 (2014)



Variant: ghost-particle velocimetry

Useful for: obtaining flow profiles in turbid flowing systems

Modification: use cross-correlation to analyze the NF speckle pattern  

G
x,t (�t;�x) = i(t,x+�x)i(t+�t,x+�x)

by simply subtracting out the background static contribu-
tion, obtained as the average of a large number of succes-
sive frames, while at the same time spurious contributions
cancel out. The flow reflects into an uniform motion of this
speckle pattern, which can be appreciated in the movie
MOV1 included as Supplemental Material [14], showing a
suspension flowing in a channel of depth 600 !m, with
focus on the channel midplane. Since the flow is stationary,
the fluid motion can be quantitatively monitored by cross
correlating each image in a run with the image m frames
apart, time-averaging the results. Figure 1 (left panel)
shows the cross-correlation maps between images sepa-
rated bym ¼ 1, 3, 5 frames, where the flow velocity can be
easily obtained from the correlation peak displacement
with respect to the center of the correlation map. The right
panel shows that the peak amplitude decreases with m as a
result of the progressive loss of correlation due to particle
Brownian motion. The speckle pattern analysis can be
performed by minimally adapting standard !PIV algo-
rithms [15].

More interesting is of course probing a stationary, but
spatially nonuniform flow pattern. A coarse-grained veloc-
ity field can in this case be extracted by splitting the images
in a set of square ‘‘regions of interest’’ (ROIs) and analyz-
ing the time behavior of the spatial cross-correlation
function within each ROI. As a simple example, we have
analyzed the flow profile within a channel 100 !m wide
and 30 !m deep, in the presence of simple triangular
obstacles obstructing the flow (Fig. 2). Since the flow
stationarity allows for averaging over a large number of
frames, the size of a ROI can actually be taken as small as
the region on the image corresponding to a single pixel
on the sensor, which yields very good spatial resolution.
The inset in Fig. 2 shows the correlation maps for
several single-pixel ROIs, placed just in front of the ob-
stacle, obtained with a time averaging of about 10 s
(4000 frames at 381 frames=s). Analyzing the shift of the

cross-correlation peaks allows us then to reconstruct the
local displacement field.
A crucial advantage in using a DDM scheme instead of

exploiting a coherent source with a NFS setup comes out if
we observe that, quite often, a real sample can hardly be
regarded as an infinitely thin layer, as we did to introduce
the GPV technique. Hence, the light collected by the sensor
comes not only from the plane in focus but rather from a
3D region with a transverse depth that depends on collec-
tion optics and illumination characteristics. For fluorescent
tracers, emitting incoherently, this ‘‘depth of correlation’’
(DoC) is essentially determined by the depth of field of the
objective lens [1,2], but when the signal comes from
scattering, the longitudinal spatial coherence of the source
plays a major role [16]. With a laser source with a very long
longitudinal coherence length, the whole sample contrib-
utes to the image formation. When the flow velocity varies
along the optical axes, however, the weighted average of
the velocity distribution inside the sample yields a distorted
correlation peak with a ‘‘cometlike’’ shape [8] that biases
the velocity field reconstruction and does not allow for
sectioning the flow pattern along z. Stopping down the
condenser, as made in DDM, conversely amounts to illu-
minating the sample with a ‘‘mosaic’’ of independent
coherence areas with transverse dimension "x" #=NAc

[17]. These coherence ‘‘patches,’’ however, have also a
finite longitudinal size "z" #=ðNAcÞ2: Hence, the partial
coherent illumination used in DDM probes only a finite
sample region, approximately given by the 3D cigar-
shaped coherence volume of the source, so that the hetero-
dyne detection in Eq. (1) holds separately for each patch.
For a microscope lamp with mean wavelength #" 500 nm
with NAc set at 0.15, this effective DoC is "z" 20 !m
[18]. With these settings, we investigated the 3D velocity
field in a straight channel 600 !m deep, performing a z

FIG. 1 (color online). Left panel: Average of 1000 cross cor-
relation between images taken 1 (A), 3 (B), and 5 (C) frames
apart at 200 frames=s. The red crosses indicate the origin of the
correlation map. Right panel: Cross section of the three corre-
lation peaks.

FIG. 2 (color online). Correlation maps and flow reconstruc-
tion around a simple obstacle in a microfluidic channel. The flow
direction is shown by a yellow arrow. The maximal velocity at
the channel narrowing corresponds to a Reynolds number Re ’
5% 10&2.

PRL 111, 048101 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending
26 JULY 2013

048101-3

by simply subtracting out the background static contribu-
tion, obtained as the average of a large number of succes-
sive frames, while at the same time spurious contributions
cancel out. The flow reflects into an uniform motion of this
speckle pattern, which can be appreciated in the movie
MOV1 included as Supplemental Material [14], showing a
suspension flowing in a channel of depth 600 !m, with
focus on the channel midplane. Since the flow is stationary,
the fluid motion can be quantitatively monitored by cross
correlating each image in a run with the image m frames
apart, time-averaging the results. Figure 1 (left panel)
shows the cross-correlation maps between images sepa-
rated bym ¼ 1, 3, 5 frames, where the flow velocity can be
easily obtained from the correlation peak displacement
with respect to the center of the correlation map. The right
panel shows that the peak amplitude decreases with m as a
result of the progressive loss of correlation due to particle
Brownian motion. The speckle pattern analysis can be
performed by minimally adapting standard !PIV algo-
rithms [15].

More interesting is of course probing a stationary, but
spatially nonuniform flow pattern. A coarse-grained veloc-
ity field can in this case be extracted by splitting the images
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we observe that, quite often, a real sample can hardly be
regarded as an infinitely thin layer, as we did to introduce
the GPV technique. Hence, the light collected by the sensor
comes not only from the plane in focus but rather from a
3D region with a transverse depth that depends on collec-
tion optics and illumination characteristics. For fluorescent
tracers, emitting incoherently, this ‘‘depth of correlation’’
(DoC) is essentially determined by the depth of field of the
objective lens [1,2], but when the signal comes from
scattering, the longitudinal spatial coherence of the source
plays a major role [16]. With a laser source with a very long
longitudinal coherence length, the whole sample contrib-
utes to the image formation. When the flow velocity varies
along the optical axes, however, the weighted average of
the velocity distribution inside the sample yields a distorted
correlation peak with a ‘‘cometlike’’ shape [8] that biases
the velocity field reconstruction and does not allow for
sectioning the flow pattern along z. Stopping down the
condenser, as made in DDM, conversely amounts to illu-
minating the sample with a ‘‘mosaic’’ of independent
coherence areas with transverse dimension "x" #=NAc

[17]. These coherence ‘‘patches,’’ however, have also a
finite longitudinal size "z" #=ðNAcÞ2: Hence, the partial
coherent illumination used in DDM probes only a finite
sample region, approximately given by the 3D cigar-
shaped coherence volume of the source, so that the hetero-
dyne detection in Eq. (1) holds separately for each patch.
For a microscope lamp with mean wavelength #" 500 nm
with NAc set at 0.15, this effective DoC is "z" 20 !m
[18]. With these settings, we investigated the 3D velocity
field in a straight channel 600 !m deep, performing a z
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relation between images taken 1 (A), 3 (B), and 5 (C) frames
apart at 200 frames=s. The red crosses indicate the origin of the
correlation map. Right panel: Cross section of the three corre-
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I: static structure factor

on the same dashed line shown in Fig. 2; the fit yields
DDLS

0 ¼ 0:330" 0:01 !m2=s, in quantitative agreement
with the ConDDM-derived value, and a particle hydro-
dynamic radius ah ¼ 508" 6 nm via the Stokes-Einstein
relation. By contrast, at low q, confocal sectioning causes
"ðqÞ in ConDDM to plateau to a constant "ðq ! 0Þ %
"z & 6 sec , roughly the time for particles to diffuse out
of the confocal imaging plane, similar to fluorescence
correlation spectroscopy [3]. We estimate "z ffi ð#zÞ2=D0,
where #z & 1:5 !m approximates the confocal slice
thickness; separately, we measure the full width at half
maximum (FWHM) of the axial point-spread function, by
dispersing quantum dots on a coverslip, and find it to be
1:6" 0:1 !m, comparable to #z. To test whether the
plateau reflects generally the confocal ẑ resolution, we
repeat the measurements with a different confocal micro-
scope: a resonant-galvanometer point scanner with 63( oil
1.4 N.A. objective [Leica], collecting at 55.0 fps with a 0.5
Airy-disk pinhole. At high q, the "ðqÞ data completely
overlap the Nipkow and DLS data, shown with upward-
pointing (red) triangles in Fig. 2; by contrast, at low q,
we find #z & 0:5 !m, close to the measured FWHM of
0:52" 0:01 !m. These data demonstrate the novel ability
of ConDDM to characterize the effective in situ point-
spread function using any confocal microscope.

Confocal sectioning allows enough signal to measure
meaningfully the long-time limit AðqÞ in dense samples, a
new capability not possible in wide field DDM. In general,
AðqÞ % $PðqÞSðqÞTðqÞ, where PðqÞ is the single-particle
form factor, SðqÞ the structure factor, and TðqÞ the
imaging-system transfer function [5]. PðqÞ and TðqÞ
are fixed for samples with the same particles and
solvents. For dilute $ ! 0 suspensions, SdilðqÞ ¼ 1 and
AdilðqÞ ¼ $dilTðqÞPðqÞ; therefore, we can determine SðqÞ
at any $: SðqÞ ¼ $dilAðqÞ=$AdilðqÞ, as shown with filled
symbols in Fig. 3(a). We compare these measured data to
theoretical SðqÞ estimates within the Percus-Yevick (PY)
model; the PY calculations are in excellent quantitative
agreement with our data, shown with solid curves in
Fig. 3(a); in all cases, the fits yield an estimate of particle
radius aPY ¼ 510" 5 nm, within an error of ah. To com-
pare with traditional confocal microscope usage, we
collect 3D stacks of these indexed-matched colloids, de-
termine 3D particle positions with software [1], and cal-
culate SðqÞwith a discrete sum [2]. In all cases, the 3D data
are slightly noisier but still in good agreement with both

FIG. 2 (color online). "ðqÞ for dilute colloidal suspensions,
using data from a Nipkow-disk confocal (open blue
downward-pointing triangles), point-scanning confocal (open
red upward-pointing triangles), and DLS (filled black circles),
scale at high q as q)2 and fall on the same (dashed blue) line. At
low q, the Nipkow-disk data plateau to a far higher value than
that from the point scanner, demonstrating the latter’s higher
resolution along the optical axis. For swimming bacteria, "ðqÞ
data collected deep in the bulk, more than 4 !m from the
coverslip (open diamonds and squares) scale at high q as q)1

(dotted line), indicating ballistic motion; by contrast, data from
bacteria within 1–2 !m of the coverslip (open circles) follow no
clear power law but instead are sigmoidal curves with inflection
points near q & 0:8 !m)1.

FIG. 3 (color online). (a) SðqÞ for index-matched colloidal
suspensions, from ConDDM (closed symbols), 3D particle posi-
tions (open symbols), and the PY model (solid curves). Particle
form factor shown as a gray dotted line. (Inset) x̂-ẑ image of the
indexed-matched sample at $ ¼ 0:40 shows constant contrast
50 !m into the sample. (b) HðqÞ for the same suspensions, from
ConDDM (open symbols) and a theoretical model (solid curves).
(c) SðqÞ for an opaque, index-mismatched colloidal suspension at
$ ¼ 0:25 (open squares). The PY prediction (solid curve) is in
quantitative agreement with the data, while SðqÞ from 3D particle
positions (dashed curve) is completely different. (Inset) x̂-ẑ image
of the indexed-mismatched sample at $ ¼ 0:25 shows complete
loss of contrast tens of microns into the sample.
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System: index-matched 
PMMA particles in a 
ternary solvent mixture

Key result: simultaneous 
measurements of S(q) and τ(q) 
allow direct measurements of 
hydrodynamics

Representative data: 
measurements of the (static) 
structure function S(q)

Lu, Weitz, Cerbino, et al., Phys. Rev. Lett. 108, 218103 (2012) 

Method: confocal DDM

⌧S(q) = (D0q
2)�1S(q)/H(q)

S(q) = �dilA(q)/�Adil(q)



I: fractal aggregation

System: polystyrene 
nanoparticles aggregated 
with MgCl2

Key result: Clusters grow with a 
fractal dimension consistent with 
diffusion-limited cluster aggregation

Ferri, Cerbino, et al., Eur. Phys. J. Special Topics 199, 139-148 (2011)

Representative data: 
measurements of τeff versus q
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Fig. 5. a) Plot of S(q,∆t) as a function of q for thirteen different time delays (∆t) starting
from 0.01 s (lowest curve plotted) up to 40 s (highest curve).The four arrows are indicative
of the q values chosen for the plots in figure b). b) Plot of the experimental data of S(q,∆t)
for four representative q values and of the corresponding power law fit. The data correspond
to the acquisition at t = 1760 s.

Fig. 6. Plot of τeff = 1/(Deff q
2) as a function of q for the unaggregated monomers (a) and

for acquisitions taken at six different instances in the aggregation process (b). Also shown
are the power law fit obtained fixing the exponent at −2.

namely q = 0.736µm−1, q = 1.138µm−1, q = 1.495µm−1 and q = 1.852µm−1. For
large∆t, S(q,∆t) plateaus to a constant value, as expected from theory. Experimental
data have been fitted using the cumulant method (see [20] for a relatively recent
review of the method), which allowed us to recover an effective decay time τeff and
its level of polydispersity (data not shown). Error bars were estimated by taking
into account the number n of effective independent measurements taken for all the
power spectra with the same time delay (∆t) during the entire measuring time Tmeas
(n∼ [Tmeas −∆t]/τeff ). This procedure leads to error bars that become larger with
increasing ∆t correlation times, as shown in Fig. 5(b).
Figure 6 investigates the behaviour of τeff = 1/(Deff q2) for different q, derived

from the fitting procedure of the S(q,∆t) curves as function of ∆t [Fig. 5(b)], for
each different instance in the aggregation process (right panel) as well as for the
monomer prior to aggregation (left panel). Data fitting has been performed keeping
the slope at a fixed value of −2. The measurement performed before aggregation
provided the estimate RH = (35.9 ± 0.9) nm, in good agreement with the nominal

STELLA 147

Fig. 7. a) Plot of the Hydrodynamic radius RH of the aggregates as function of time.
Experimental data and power law fit are shown. The fractal dimension obtained from the
slope of the line is df = 1.85± 0.13. b) Plot of the turbidity at different aggregation times.
At t = 0 s the line shows a λ−4.4 behaviour. As the aggregation process develops λ−2.6

behaviour is reached.

value RH = (36.5± 1.3) nm from the producer. For the aggregates, for small times t
the power law fit is in good accordance with the experimental data. For larger times,
the agreement between experimental and fitted data becomes less representative, as
a consequence of the expected effects of clusters rotation and vibration. However, the
quality of our data points did not allow a systematic study of this deviation and of the
detailed behavior of Deff (q). The limiting factor was that for increasing cluster sizes,
the number of clusters within the region of interest decreased too much, as visible
in Fig. 4. This limitation could be overcome in future experiments by reducing the
magnification of the optical system.
To conclude the data analysis, shown in Fig. 7(a) is the effective hydrodynamic

radius of the aggregates as a function of time, recovered by means of Eq. (3). The
data were best fitted with a power law implying that a diffusion limited aggregation
(DLCA) took place. The fractal dimension was found to be df = 1.85 ± 0.13, in
accordance with a DLCA process.
Figure 7(b) is a plot of the data acquired monitoring the evolution of sample 1

with the fiber optic spectrometer. The data show that the behavior of the turbidity as
a function of the wavelength λ goes from the pure Rayleigh regime (turbidity ∼λ−4.4)
at t = 0 s, to ∼λ−2.6 in the presence of large fractal aggregates (t = 10000 s).
We can compare the results obtained by using the DDM technique with the ones

deriving from the turbidity measurement. As known [21] at the late stage of a fractal
colloidal aggregation process (when Rg ≫ λ), the turbidity is expected to scale as
∼ λ−(4−df ) . However, due to the wavelength dispersion of the refraction indexes of
both polystyrene and water [19] the exponent −4 expected from Rayleigh scattering
is modified into an effective exponent of −4.4. Thus, from the slope measured for the
latest time, we recover a value of df = 4.4− 2.6 = 1.8 which is in excellent agreement
with the fractal dimension obtained from the DDM technique.

6 Conclusions

In this study, we have shown the viability of DDM in studying the dynamic aggre-
gation processes in colloidal systems. Using simply a standard laboratory microscope

Method: brightfield DDM
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These results provide undisputable direct evidence that gelation in
this system proceeds as arrested SD. Specifically, the structure
evolves self-similarly over time with a single characteristic length
scale, Lc(t). At short aging times after the bi-continuous texture is
observable by our microscope (B4 minutes), we find that Lc grows
linearly with time (Fig. 3c), a hallmark of late-stage SD where
evolution of the structure is dominated by interfacial coarsening.2

After some time, the growth of Lc slows down, until it eventually
saturates at a constant value, where it remains for a period of hours.
We note that the aging time at which the growth of Lc slows
coincides closely with the gel time (tgel) at which solid-like rheology
(G0 4 G00) is first observed in kinetic rheology measurements
(Fig. S3.2, ESI†). This may suggest that network elasticity could play
a significant role in the arrest of structural coarsening.

The observed growth kinetics differ from measurements of
the coarsening of larger colloids under gravity, which exhibits
power-law growth at long times.24 This could be due to (1) the
limited time scale accessed (tage B 104–106tB, where tB is the
Brownian relaxation time) due to the influence of gravitational
sedimentation, which is over an order of magnitude shorter
than our study here; (2) much deeper quenches into the
spinodal regime, whose effect on the growth of Lc is predicted
by computer simulations26 and suggested by viscoelastic phase
separation;3 or (3), the significant differences in volume frac-
tion between the present study and this previous work (0.33 and
0.20, respectively). We note that earlier kinetic stages of SD
where the coarsening is non-linear2,23 are not observed here
since Lc lies below the optical resolution at early age times.

To investigate the microstructural dynamics during coarsen-
ing we employ differential dynamic microscopy (DDM), a
recently developed image analysis technique that gives infor-
mation equivalent to multi-speckle scattering methods,46,47 but
is not as susceptible to multiple scattering and thus compatible
with dense and opaque samples.64 Briefly, the difference of
two images separated by a lag time t (Fig. 4a, first and second
panels) is computed, resulting in a difference image (third
panel). A magnified view of these images (Fig. S5, ESI†) shows
that DDM can detect intensity fluctuation, arising from struc-
tural reorganization, on length scales much smaller than the
domain size. The FFT of the difference image is computed
(fourth panel), and its power spectrum (D%I(q, t)2) is ensemble-
averaged over all difference images at the same lag time t. The
average is performed over at least 100 images to ensure
adequate statistics. Using this, we construct power spectra for
all different lag time t (Fig. 4b inset). The result is the dynamic
structure function, S(q, t) = hD%I(q, t)2i, where - and h i denote
Fourier transform and ensemble average, respectively. S(q, t)
can be directly linked to the ISF measured by DLS when it is
presented as a function of t at various fixed q (Fig. 4b).

DDM has been applied to dispersed colloidal systems,46,65,66

bacteria suspensions64,67 and aggregation phenomena in dilute
colloidal suspensions.65,68 Here, we apply it for the first time to
a dense colloidal system in which the structural elements are
not individual particles, but rather dense fluid domains. This
allows us to extract microdynamics at large length scales
(equivalent to hundreds of particle radii) encompassing the

characteristic length scale, Lc. DDM was performed on the video
microscopy images at three aging times: 4, 7, and 10 minutes.
These aging times span the linear stage of coarsening to the
onset of slowed growth. The results for S(q, t) are well-described
by the convolution of a short-time exponential decay and long-
time anomalous dynamics (Fig. 4b),

Sðq; tÞ ¼ AðqÞ 1$ aðqÞ exp $ t
t1ðqÞ

! "! "#

$ð1$ aðqÞÞ exp $ t
t2ðqÞ

! "bðqÞ
 !#

þ B

(3)

where A(q) is an amplitude factor due to the static scattering of
objects, a(q) is a coefficient ranging from 0–1 that expresses the

Fig. 4 Anomalous coarsening dynamics probed by DDM. (a) (Left to right)
images taken at 240 and 244.5 s, difference image and its 2D FFT power
spectrum (inset). Scale bar is 50 mm. (b) S(q, t) as a function of q (inset) and
lag time (main figure). Black lines are fits to the experimental data
according to eqn (3). From top to bottom, q = 1.019, 1.529, 2.038, 2.548,
3.057, 3.567, 4.076, 4.586 mm$1. Inset: t from bottom to top are 0.9, 4.5,
18, 54, 90, 125.5, 162.7 s. (c) q-dependent relaxation times of the fast
(circles) and slow (squares) modes at aging times of 4 (blue), 7 (cyan) and
10 (brown) minutes. Lines are power-law fits to the data, with slopes (top
to bottom) of$2.2& 0.3,$2.2& 0.5 and$1.6& 0.4 for ht1i and$1.0& 0.1,
$1.0 & 0.2, and $1.0 & 0.2 for ht2i. Dotted line indicates the diffusive
relaxation time of dilute droplets. (d) q-dependence of the compressed
exponent, b, with increasing q at tage = 4 (blue), 7 (cyan) and 10 minutes
(brown). Line is drawn to guide the eye.
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System: thermoreversible colloidal gel 
(nanoemulsion o/w droplets with 
thermoresponsive end-functionalized 
polymers)

Fitting model:

Key result: 
Coarsening dynamics exhibit two 
distinct time scales, slow and fast
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I: anisotropic colloids

where S2(B) is the second-order orientational order parameter
defined as S2(B) = ⟨P2((a·B)/(aB))⟩, and P2(x) = (3x2 − 1)/2
is the second Legendre polynomial. For a randomly oriented
sample we find S2 = 0, and a fully aligned sample (i.e., a
perpendicular to B) yields S2 = −0.5.

■ MATERIAL AND METHODS
We used silica-coated spindle-type hematite particles with mean
values for the semiaxes a = 175 ± 10 nm and b = 51.9 ± 5 nm
and polydispersity σTEM = 0.13 (defined as standard deviation
over mean) from the batch F2 described in ref 13. Those values
were determined by statistical analysis of transmission electron
microscopy (TEM) images, and the (systematic) errors of
±10 nm and ±5 nm are associated with the threshold chosen
to fit the contour lines and particles that are not laying
with the major semiaxis flat in the image plane. The parti-
cles were dispersed in distilled water at a concentration of
0.02 wt % and filled in a customized observation chamber (with
thickness of 40 μm along the optical axis) glued with UV-cure
adhesive and sealed with Vaseline. A water-cooled electro-
magnet (Newport Instruments, type C) was attached to an
inverted research microscope (Nikon TE300 Eclipse) such that
the field direction was horizontal. The sample was mounted in
the air gap (26 mm) between the two iron cores of the electro-
magnet. The large size of the iron cores (40 mm diameter)
compared to the sample ensures a homogeneous magnetic field
in the field of view. We used phase-contrast mode (Ph2 con-
denser, Nikon Plan Fluor 60× objective with numerical aperture =
0.7) and collected images from the bulk of the sample chamber
(away from the walls to avoid wall effects) with a CMOS camera
(Mikrotron MC 1362) and frame grabber card (Mikrotron
Inspecta 5). Although the electromagnet was water-cooled, the
temperature in the sample environment rose from initially
22.6 °C (room temperature) to approximately 23.1 °C during the
measurements. We therefore recorded during the experiments
every 6 min an image sequence at zero field and normalized the
subsequent data to the initial particle dynamics. The
corrections applied were ≤1.8%. The effective inverse pixel
size k = 4.33 pixel/μm, accounting for the magnification of
the microscope, was found by imaging a calibration slide with
10 μm scale and measuring the resulting pixel distance with an
image processing program (ImageJ). The camera was rotated by
45° such that the applied magnetic field was diagonal on the image
(see Figure 4). This configuration reduces the impact of the

artifacts stemming from the Fourier transform of the finite images,
which appear mainly along the horizontal and vertical directions.22

Figure 4 illustrates the data processing to obtain g(q,τ) from
the image sequence (3740 images with 512 × 512 pixels at

frame rate 1000 fps) collected in an experiment. For a given
delay time τ, the differential images Dj(r,τ) = I(r,tj + τ) − I(r,tj)
are calculated for a set of M = 666 different initial times tj
(typically we choose t1, t4, t8, ..., t1999). After performing the fast
Fourier transform (FFT) and calculating the square of the
absolute value, the g(q,τ) for this particular value of τ is
computed as the average over the different initial times tj. To
obtain values for g(q||,τ) where q||B, and g(q⊥,τ) where q⊥B,
we calculate the azimuthal average in the q-plane of g(q,τ) for
the sectors of ±15° parallel and perpendicular to B. We use
linear interpolation between the four adjacent points in the
discrete q-space along an arc length defined by points with
angular spacing of 1° and radius q. The choice of the sector size
is a compromise between good statistics (large sector size) and
low contribution from the perpendicular dynamics (small
sector size). The choice of ±15° yields sufficient statistics and
the contribution of the perpendicular dynamics was calculated
to be 3.4% only, which is negligible since the measured Deff

||

and Deff
⊥ differ by 10% at the most. The above procedure is

repeated for a set of 112 different delay times τ (logarithmically
spaced in time) to obtain the full time dependency of g(q||,τ)
and g(q⊥,τ).
DLS was performed at a temperature of 22.5 °C on a ALV/

CGS-3 goniometer system with ALV/LSE-5004 multiple τ
correlator and HeNe-Laser (22 mW, λ0 = 632.8 nm). The decay
rate Γ = q2Diso

DLS was determined by a second-order cumulant fit of
the intensity correlation function measured at scattering angles in
the range from 13° to 26° (q = 3.0−6.0 μm−1). The isotropic
translational diffusion coefficient Diso

DLS = 2.15 ± 0.08 μm2/s was
found by a linear fit of Γ(q2).

■ RESULTS AND DISCUSSION
In this section we present the experimental demonstration of
the generalization of DDM. To investigate the field-dependent
dynamics of the system, we collect image sequences for
different applied field strengths B and process the data
to obtain the corresponding g(q||,τ) and g(q⊥,τ). Figure 5

shows representative data at q = 5.56 μm−1 for an applied
magnetic field of B = 430 mT. A fit of the data reveals the
anistropic dynamics. We use eq 5 and the cumulant expansion

Figure 4. Schematic of the data processing procedure. The azimuthal
averaging is done along the arc length (red) of ±15° parallel and
perpendicular to the direction of the magnetic field B to obtain g(q||,τ)
and g(q⊥,τ), respectively.

Figure 5. Measured g(q,τ) at q = 5.56 μm−1 along (green triangles)
and perpendicular to (red squares) a field of B = 430 mT. The fits
(lines) allow to extract values for the q-dependent effective diffusion
coefficients (inset) from which Deff

|| and Deff
⊥ are calculated as the

average over the restricted q-range.
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System: 
Silica-coated hematite 
nanoparticles
(a = 175 nm, b = 52 nm)

Reufer, Poon, et al., Langmuir 28, 4618-4624 (2012)

where S2(B) is the second-order orientational order parameter
defined as S2(B) = ⟨P2((a·B)/(aB))⟩, and P2(x) = (3x2 − 1)/2
is the second Legendre polynomial. For a randomly oriented
sample we find S2 = 0, and a fully aligned sample (i.e., a
perpendicular to B) yields S2 = −0.5.

■ MATERIAL AND METHODS
We used silica-coated spindle-type hematite particles with mean
values for the semiaxes a = 175 ± 10 nm and b = 51.9 ± 5 nm
and polydispersity σTEM = 0.13 (defined as standard deviation
over mean) from the batch F2 described in ref 13. Those values
were determined by statistical analysis of transmission electron
microscopy (TEM) images, and the (systematic) errors of
±10 nm and ±5 nm are associated with the threshold chosen
to fit the contour lines and particles that are not laying
with the major semiaxis flat in the image plane. The parti-
cles were dispersed in distilled water at a concentration of
0.02 wt % and filled in a customized observation chamber (with
thickness of 40 μm along the optical axis) glued with UV-cure
adhesive and sealed with Vaseline. A water-cooled electro-
magnet (Newport Instruments, type C) was attached to an
inverted research microscope (Nikon TE300 Eclipse) such that
the field direction was horizontal. The sample was mounted in
the air gap (26 mm) between the two iron cores of the electro-
magnet. The large size of the iron cores (40 mm diameter)
compared to the sample ensures a homogeneous magnetic field
in the field of view. We used phase-contrast mode (Ph2 con-
denser, Nikon Plan Fluor 60× objective with numerical aperture =
0.7) and collected images from the bulk of the sample chamber
(away from the walls to avoid wall effects) with a CMOS camera
(Mikrotron MC 1362) and frame grabber card (Mikrotron
Inspecta 5). Although the electromagnet was water-cooled, the
temperature in the sample environment rose from initially
22.6 °C (room temperature) to approximately 23.1 °C during the
measurements. We therefore recorded during the experiments
every 6 min an image sequence at zero field and normalized the
subsequent data to the initial particle dynamics. The
corrections applied were ≤1.8%. The effective inverse pixel
size k = 4.33 pixel/μm, accounting for the magnification of
the microscope, was found by imaging a calibration slide with
10 μm scale and measuring the resulting pixel distance with an
image processing program (ImageJ). The camera was rotated by
45° such that the applied magnetic field was diagonal on the image
(see Figure 4). This configuration reduces the impact of the

artifacts stemming from the Fourier transform of the finite images,
which appear mainly along the horizontal and vertical directions.22

Figure 4 illustrates the data processing to obtain g(q,τ) from
the image sequence (3740 images with 512 × 512 pixels at

frame rate 1000 fps) collected in an experiment. For a given
delay time τ, the differential images Dj(r,τ) = I(r,tj + τ) − I(r,tj)
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the contribution of the perpendicular dynamics was calculated
to be 3.4% only, which is negligible since the measured Deff

||

and Deff
⊥ differ by 10% at the most. The above procedure is

repeated for a set of 112 different delay times τ (logarithmically
spaced in time) to obtain the full time dependency of g(q||,τ)
and g(q⊥,τ).
DLS was performed at a temperature of 22.5 °C on a ALV/

CGS-3 goniometer system with ALV/LSE-5004 multiple τ
correlator and HeNe-Laser (22 mW, λ0 = 632.8 nm). The decay
rate Γ = q2Diso

DLS was determined by a second-order cumulant fit of
the intensity correlation function measured at scattering angles in
the range from 13° to 26° (q = 3.0−6.0 μm−1). The isotropic
translational diffusion coefficient Diso

DLS = 2.15 ± 0.08 μm2/s was
found by a linear fit of Γ(q2).

■ RESULTS AND DISCUSSION
In this section we present the experimental demonstration of
the generalization of DDM. To investigate the field-dependent
dynamics of the system, we collect image sequences for
different applied field strengths B and process the data
to obtain the corresponding g(q||,τ) and g(q⊥,τ). Figure 5

shows representative data at q = 5.56 μm−1 for an applied
magnetic field of B = 430 mT. A fit of the data reveals the
anistropic dynamics. We use eq 5 and the cumulant expansion

Figure 4. Schematic of the data processing procedure. The azimuthal
averaging is done along the arc length (red) of ±15° parallel and
perpendicular to the direction of the magnetic field B to obtain g(q||,τ)
and g(q⊥,τ), respectively.

Figure 5. Measured g(q,τ) at q = 5.56 μm−1 along (green triangles)
and perpendicular to (red squares) a field of B = 430 mT. The fits
(lines) allow to extract values for the q-dependent effective diffusion
coefficients (inset) from which Deff

|| and Deff
⊥ are calculated as the

average over the restricted q-range.
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Representative data:
q = 5.56 µm-1

magnetic field B = 430 mT

Key result:
D∥, D⟂ as a function of field strength B

Method: brightfield DDM

S(q,�t) = 2N |A(q|2S(q) [1� Re(f(q,�t))] + B̃(q)

S(q,�t) = 2N |A(q|2S(q) [1� Re(f(q,�t))] + B̃(q)



I: liquid crystals
System: liquid crystals (6CB)

Giavazzi, Cerbino, et al., Soft Matter 10, 3938-3949 (2014)

g(q,�t) = g1(q) exp {��1(q)�t}+ g2(q) exp {��2(q)�t}
Fitting model for the ISF:

g(q,�t) = g1(q) exp {��1(q)�t}+ g2(q) exp {��2(q)�t}

Key result: elastic constants K11, K22, K33 
as a function of temperature 

perpendicularly to it. The region used for the pDDM analysis is
highlighted in blue and has an angular width of p/16. In Fig. 8c
we plot three structure functions measured at T ! TNI ¼ 0.2 #C
and for q ¼ 1.0 mm!1 in the P1 and in the P2 geometries. It
appears that relaxation of the director uctuations when ~q is
perpendicular to n̂0 (orange squares in Fig. 8c for the P1
geometry) are slower than uctuations in the parallel direction
(blue circles for the P1 geometry and red triangles for the P2
geometry in Fig. 8c). According to the theoretical expectation,
the P2 geometry is the easiest case to analyse. Indeed, a single
mode (mode 1) of pure bend is probed with a rate given by eqn
(22). Fitting the structure function with a single exponential
curve (red dashed line in Fig. 8c) provides the rate G1, which is
plotted as a function of q2 in Fig. 8d (red triangles). For each
temperature, the obtained results are well tted with a linear
function, from which the bend ratio K33/hbend can be extracted.
Results for different temperatures are reported in Fig. 9a (full
red circles) and are in excellent agreement with previous
experiments on the same sample with DDLS.28 The situation is
more complex for the P1 geometry. For ~q parallel to n̂0, scat-
tering is originated only from mode 2 and thus the dynamics is
again well described by a single exponential function (blue
circles in Fig. 8c). The rate G2 extracted from the single expo-
nential tting is plotted in Fig. 8d (blue circles) as a function of
q2. In principle, these data should be tted with eqn (17).
However, this t becomes very challenging because of the large
number of tting parameters and the limited q-range of the
experiments. In addition, the possible use of the simpler
expression in eqn (19) to extract the bend ratio is based on prior
knowledge of ha, hc and Dq to ensure that the condition
q[Dq

ffiffiffiffiffiffiffiffiffiffiffiffi
ha=hc

p
is met. Literature data for ha and hc relative to

our sample could not be retrieved. However, data for 5CB26 and
MBBA27 in a T!TNI range similar to the one explored here show
that

ffiffiffiffiffiffiffiffiffiffiffiffi
ha=hc

p
remains in the range 1–1.7. Based on this estimate,

we can expect the condition q[Dq
ffiffiffiffiffiffiffiffiffiffiffiffi
ha=hc

p
to be met only in a

narrow range close to the critical temperature TNI, where in
principle it should be possible to extract the bend viscoelastic
ratio. In fact, even quite close to TNI, the approximation of
eqn (17) with eqn (19) is still not fully satisfactory, as it can be
appreciated in Fig. 8d, by comparing the rates obtained in this
condition (blue circles) with the ones obtained in the P2
geometry (red triangles). For ~q perpendicular to n̂0, the struc-
ture function is the sum of two exponential functions due to the
superposition of modes 1 and 2 (eqn (16)). A double exponen-
tial t (continuous line) thus provides the corresponding
relaxation rates G1(q) and G2(q) (diamonds and squares in
Fig. 8d, respectively). For small q, where scattering frommode 2
dominates, data for G1(q) appear quite noisy, as the small
amplitude of mode 1 translates into a large uncertainty in
determining G1(q). Nevertheless, data for both modes can be
well tted to eqn (20) and (21) to extract the splay and twist
viscoelastic ratios, respectively and Dq. The results for different
temperatures are shown as orange down-triangles in Fig. 9b
and c, respectively. Again the agreement with previous experi-
ments in ref. 28 is very good.

As a by-product of the analysis in the P1 geometry, the
birefringence Dm can be obtained from the experimentally

determinedDq, by using the relationshipDq¼ k0Dm¼ (2p/l0)Dm,
where we used l0 ¼ 580 nm for the peak wavelength of our light
source.9 Results obtained in this way for Dm at different
temperatures are reported in Fig. 10a (black circles) together
with the literature data obtained with traditional refractometry
(red squares).27

Finally, by making use of eqn (24) it is also possible to
calculate the bend elastic constant from the amplitude A(q) of
the structure functions for ~q parallel to n̂0 obtained for each
temperature in the P2 geometry. A reliable estimate of the low-q
limit A0 of the amplitude is obtained as the average of A(q) over
the interval [0.39, 0.49] mm!1, where A(q) is essentially at.

Fig. 9 Viscoelastic ratios of 6CB measured as a function of the
temperature difference from the transition temperature TNI. Full
symbols are obtained with pDDM in different geometries (P1 geometry
– red circles, P2 geometry – orange down-triangles, H1 geometry –
green diamonds, H2 geometry – blue up-triangles). Empty symbols
are literature data (from ref. 28) obtained with DDLS.
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Relationship between Γ1, Γ2 and elastic 
constants depends on polarizer configuration 

Method: polarized DDM



Application area 2: biofluids

Movie: M. Gibiansky, JCC, and F. Jin (old, not DDM, but shows my point)

5 µm



II: bacterial dynamics (i)
System: swimming Escherichia 
coli bacteria

Method: brightfield DDM

Key result:
Diffusivity and motile fraction of 
swimming cells as a function of 
swimmer volume fraction

scaling and DðqÞ is noisy (grey curves, Fig. 1; crosses,
Fig. 1 inset).

We next studied motile cells. The measured DICFs
(Fig. 2, [19]) were again fitted to Eq. (6), now using the
full fðq; !Þ in Eq. (7) and a Schulz PðvÞ, Eqs. (8) and (9). A
selection of the reconstructed ISFs is shown in Fig. 2
(points), where we also superimpose the calculated ISFs
(curves). The ISFs display a characteristic shape, espe-
cially at low q: a fast decay dominated by swimming
followed by a slower decay dominated by diffusion.

All fit parameters characterizing swimming are shown in
Fig. 3 [21]. The noise increases at low q, primarily because
the long-time, diffusive part of fðq; !Þ has not reached zero
in our time window at these q, Fig. 2, rendering it harder
to determine the diffusivity accurately: the low-q noise is
particularly evident in the fitted DðqÞ, Fig. 3. But to within
experimental uncertainties all parameters in Fig. 3 are
essentially q independent at least for q * 1 "m#1 [22],
suggesting that our model is able to capture essential
aspects of the dynamics of a mixed population of non-
motile and motile E. coli. Averaging yields !v ¼ 13:7%
0:1 "ms#1 and !# ¼ 7:0% 0:1 "ms#1, with error bars
reflecting estimated residual q dependencies. Changing
AðqÞ and BðqÞ by using a 20& objective (which is sub-
optimal for our experiment) produced the same fitted
motility parameters in the relevant q range.

Our derivation of Eq. (6) assumes that the decorrelation
of fðq; !Þ caused by the change in intensity of a swimmer’s
image due to its motion along the optic (z) axis can be
neglected. While wild-type E. coli AB1157 tumbles be-
tween ‘‘runs’’ and the swim path between tumbles is
slightly curved, Eq. (7) neglects these effects. We tested
these assumptions by analyzing simulated images.

We carried out Brownian dynamics simulations of non-
interacting point particles at a number density and in a
geometry directly comparable to our experiments. A frac-
tion $ of the particles had a drift speed drawn from a
Schulz distribution. From these simulations, we con-
structed a sequence of 2D pixellated ‘‘images’’ with the
same field of view as in experiments. All particles in a slice

of thickness d centered at z ¼ 0 contribute to the image.
A particle at (x, y, z) is ‘‘smeared’’ into an ‘‘image’’
covering the pixel containing (x, y) and its 8 neighboring
pixels. The contrast of the image, c, depends on z. We
experimentally determined d and cðzÞ. The measured cðzÞ
could be fitted by a symmetric quadratic that dropped to
background noise outside a ' 40 "m slice.
As input, we used !v ¼ 13:7 "ms#1, # ¼ 7:0 "ms#1,

$ ¼ 0:577 and D ¼ 0:543 "m2=s (cf. Fig. 3). Fitting
DICFs calculated from simulated ‘‘images’’ (Fig. 3a,
[19]) gave q-independent outputs (Fig. 3b, [19]): !v ¼
13:8% 0:1, !# ¼ 7:2% 0:2, !$ ¼ 0:58% 0:01 and !D ¼
0:55% 0:02 (where the uncertainties are standard devia-
tions), agreeing with inputs. Thus, at d ¼ 40 "m depth
of field, the intensity decorrelation due to z motion has
negligible effect, presumably because it is much slower
than the decorrelation due to swimming and diffusion.
However, if we scale cðzÞ to smaller depths of field, the
fitting beings to fail at d ' 10 "m (data not shown): at this
small focus depth, a small z movement produces a large
intensity variation, invalidating our analysis.
DDM determines the (inverse) time it takes a cell

to traverse (2%=q; i.e., it measures ‘‘linear speeds.’’
Tumbling or curvature lowers the measured speed, espe-
cially at lower q. Our experimental vðqÞ, Fig. 3, indeed
shows a slight decrease towards low q. As expected, how-
ever, the vðqÞ recovered from analyzing simulated straight
swimmers (Fig. 3, [19]) show no such dependence. More
detailed analysis of the measured vðqÞ may therefore yield
further information about tumbling and curvature.
We next mixed suspensions of bacteria with known $

with nonmotile cells to create samples with 0 ) $ ) 0:8.
DDM shows that D increases with $, Fig. 4. Since the
fitting of D from Eq. (7) is largely determined by non-
swimmer diffusion; Fig. 4 shows that swimmers enhance
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scaling and DðqÞ is noisy (grey curves, Fig. 1; crosses,
Fig. 1 inset).

We next studied motile cells. The measured DICFs
(Fig. 2, [19]) were again fitted to Eq. (6), now using the
full fðq; !Þ in Eq. (7) and a Schulz PðvÞ, Eqs. (8) and (9). A
selection of the reconstructed ISFs is shown in Fig. 2
(points), where we also superimpose the calculated ISFs
(curves). The ISFs display a characteristic shape, espe-
cially at low q: a fast decay dominated by swimming
followed by a slower decay dominated by diffusion.

All fit parameters characterizing swimming are shown in
Fig. 3 [21]. The noise increases at low q, primarily because
the long-time, diffusive part of fðq; !Þ has not reached zero
in our time window at these q, Fig. 2, rendering it harder
to determine the diffusivity accurately: the low-q noise is
particularly evident in the fitted DðqÞ, Fig. 3. But to within
experimental uncertainties all parameters in Fig. 3 are
essentially q independent at least for q * 1 "m#1 [22],
suggesting that our model is able to capture essential
aspects of the dynamics of a mixed population of non-
motile and motile E. coli. Averaging yields !v ¼ 13:7%
0:1 "ms#1 and !# ¼ 7:0% 0:1 "ms#1, with error bars
reflecting estimated residual q dependencies. Changing
AðqÞ and BðqÞ by using a 20& objective (which is sub-
optimal for our experiment) produced the same fitted
motility parameters in the relevant q range.

Our derivation of Eq. (6) assumes that the decorrelation
of fðq; !Þ caused by the change in intensity of a swimmer’s
image due to its motion along the optic (z) axis can be
neglected. While wild-type E. coli AB1157 tumbles be-
tween ‘‘runs’’ and the swim path between tumbles is
slightly curved, Eq. (7) neglects these effects. We tested
these assumptions by analyzing simulated images.

We carried out Brownian dynamics simulations of non-
interacting point particles at a number density and in a
geometry directly comparable to our experiments. A frac-
tion $ of the particles had a drift speed drawn from a
Schulz distribution. From these simulations, we con-
structed a sequence of 2D pixellated ‘‘images’’ with the
same field of view as in experiments. All particles in a slice

of thickness d centered at z ¼ 0 contribute to the image.
A particle at (x, y, z) is ‘‘smeared’’ into an ‘‘image’’
covering the pixel containing (x, y) and its 8 neighboring
pixels. The contrast of the image, c, depends on z. We
experimentally determined d and cðzÞ. The measured cðzÞ
could be fitted by a symmetric quadratic that dropped to
background noise outside a ' 40 "m slice.
As input, we used !v ¼ 13:7 "ms#1, # ¼ 7:0 "ms#1,

$ ¼ 0:577 and D ¼ 0:543 "m2=s (cf. Fig. 3). Fitting
DICFs calculated from simulated ‘‘images’’ (Fig. 3a,
[19]) gave q-independent outputs (Fig. 3b, [19]): !v ¼
13:8% 0:1, !# ¼ 7:2% 0:2, !$ ¼ 0:58% 0:01 and !D ¼
0:55% 0:02 (where the uncertainties are standard devia-
tions), agreeing with inputs. Thus, at d ¼ 40 "m depth
of field, the intensity decorrelation due to z motion has
negligible effect, presumably because it is much slower
than the decorrelation due to swimming and diffusion.
However, if we scale cðzÞ to smaller depths of field, the
fitting beings to fail at d ' 10 "m (data not shown): at this
small focus depth, a small z movement produces a large
intensity variation, invalidating our analysis.
DDM determines the (inverse) time it takes a cell

to traverse (2%=q; i.e., it measures ‘‘linear speeds.’’
Tumbling or curvature lowers the measured speed, espe-
cially at lower q. Our experimental vðqÞ, Fig. 3, indeed
shows a slight decrease towards low q. As expected, how-
ever, the vðqÞ recovered from analyzing simulated straight
swimmers (Fig. 3, [19]) show no such dependence. More
detailed analysis of the measured vðqÞ may therefore yield
further information about tumbling and curvature.
We next mixed suspensions of bacteria with known $

with nonmotile cells to create samples with 0 ) $ ) 0:8.
DDM shows that D increases with $, Fig. 4. Since the
fitting of D from Eq. (7) is largely determined by non-
swimmer diffusion; Fig. 4 shows that swimmers enhance
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II: bacterial dynamics (ii)

Reufer, Poon, et al., Biophys. J. 106, 37-46 (2014)

System: magnetotatic 
Magnetospirillum 
gryphiswaldense bacteria

Key result: Diffusion coefficients of nonmotile cells

kinetic theory expressions given above gives estimates of Da, Db, and m
(see Fig. 1 caption).

The diffusivities Da and Db are related to the corresponding drag coeffi-
cients of a prolate spheroid:

Da ¼ kBT

xa
and Db ¼ kBT

xb
; (7)

where (27)

xa ¼ 16phae3

ð1þ e2Þlog 1þ e

1% e
% 2e

(8)

and

xb ¼ 32phae3

ð3e2 % 1Þlog 1þ e

1% e
þ 2e

: (9)

Here h is the viscosity of the surrounding fluid and e ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1% b2=a2

p
, with a

and b the major and minor semiaxes, respectively. By solving numerically
Eqs. 8 and 9, we found az2:1 mm and bz0:6 mm, using the viscosity
of water, h ¼ 10%3 Pa $ s, and the measured diffusion coefficients
Da ¼ 0:244 mm2/s and Db ¼ 0:192 mm2/s.

RESULTS

The cultured cells were race-tracked and loaded into sealed
sample chambers and observed at 10& magnification with a
phase-contrast microscope. Movies were taken using a
CMOS-camera, typically at 100 frames/s (see Materials
and Methods for details).

Bimodal speed distribution

We first investigated swimming in the bulk, i.e., in the
middle of the 160-mm-thick sealed sample chamber,
under a homogeneous horizontal applied magnetic field,
By ¼ %1:550:1 mT (50& earth’s field in magnitude),
Bx ¼ Bz ¼ 0. Here and throughout this work, the applied
field is antiparallel to the y axis, which, together with an
orthogonal x axis, defines the plane that is being imaged.
The optical axis of our microscope defines the z axis in a
right-handed system (Fig. 2). Approximately equal numbers
of the cells swim toward the magnetic north pole (parallel
to y) and toward the magnetic south pole (antiparallel to y).

These are south-seeking (SS) and north-seeking (NS),
respectively, since the earth’s magnetic south pole is situated
near the earth’s geographic North Pole. Note that SS and NS
cells are not distinct populations, since axial magnetotactic
cells switch ocasionally between SS and NS even in homog-
enous oxygen conditions. Fig. 3 a shows the distribution of
swimming velocities in the xy plane, PðvÞ, calculated over
0.4 s sections of trajectories. For both SS and NS organisms,
the distribution is clearly bimodal, with peaks correspond-
ing to speeds of 15 mm s%1 and 45 mm s%1. We will refer
to these peaks as SSslow, SSfast, NSslow, and NSfast.

Examination of individual trajectories shows that this
distribution results not from two distinct populations, but
from cells varying their swimming speeds. Fig. 3 b shows
the trajectory of an SSfast cell that stopped for 0.7 s before
continuing SSfast; Fig. 3 c shows the trajectory of an NS
organism that switched from fast to slow swimming. We
found trajectories with all possible speed and velocity
changes, although speed switching with no reversal is the
most common.

Near-wall swimmers deviate from magnetic field
lines

We next added a vertical component, Bz, to the applied field
so that NS (SS) cells are guided by the now slant field lines
to, and accumulate at, the top (bottom) for Bz>0; for Bz<0,
the accumulation is on the opposite side (Fig. 2). Observa-
tions at a higher numerical aperture revealed that cells
swam at 352 mm from the wall at jBzj>0:5 mT, increasing
to 856 mm at jBzjz0:1 mT. Fig. 4 shows the PðvÞ of these

FIGURE 1 Effective translational diffusion coefficients versus the ampli-
tude of the magnetic field in the direction perpendicular, Dt, and parallel,
Dk, to the applied magnetic field. Error bars are standard deviations,
obtained from averaging the measured diffusion coefficients over the
range of spatial frequency, 1%q%2:3 mm%1, and representative of a slight
q-dependency—a measure of systematic error. Lines are simultaneous fits
(global fitting) to the experimental data using Eqs. 1 and 2 with m, Da,
and Db linked for both fits. We obtained m ¼ 2:050:6& 10%16 A$m2,
Da ¼ 0:24450:003 mm2/s, and Db ¼ 0:19250:002 mm2/s. To see this
figure in color, go online.

FIGURE 2 A schematic of our observation chamber, defining axes and
showing how a magnetic field with finite y and z components separates
NS and SS cells. To see this figure in color, go online.
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II: protein cluster diffusivity

Safari, Vorontsova, Poling-Skutvik, Vekilov, and JCC, submitted

Key result: effects of cluster 
polydispersity more pronounced 
in DDM than in DLS (lower 
scattering angles)
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System: protein-rich polydisperse liquid clusters in hemoglobin solutions
Method: brightfield DDM
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Application area 3: complex geometries

6 µm

400 nm particles

Movie credit: K. He; fabrication credit: K. He and S. T. Retterer
He, Babaye Khorasani, Retterer, Thomas, JCC, and Krishnamoorti, ACS Nano 7, 5122-5130 (2013)



III: complex geometries (i)
System: Polystyrene nanoparticles 
diffusing in an array of nanoposts 
(edge-to-edge spacing: > 1 µm)

He, Babaye Khorasani, Retterer, Thomas, JCC, and Krishnamoorti, ACS Nano 7, 5122-5130 (2013)

Fitting model:

Key result: Particle diffusion 
slows and stretches in 
confinement

HE ET AL. VOL. 7 ’ NO. 6 ’ 5122–5130 ’ 2013

www.acsnano.org
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200, 300, and 400 nm) or the MSD obtained via particle
tracking to eq 3 (for nanoparticles of diameter 400 nm).
We compared the coefficients of nanoparticles of dif-
ferent diameters as a function of void fraction θ and
confinement parameter ζ by normalizing all diffusion
coefficients by D0, the diffusion coefficient for nano-
particles diffusing freely, as shown in Figure 5. We
found that the diffusion coefficients extracted from
the MSD were in excellent agreement with those
obtained from the DDM measurement on 400 nm
particles, confirming that the two analyses of the
microscopy data probed the same diffusive behavior.
The relative diffusivity (D/D0) scaled linearly with θ and
ζ and collapsed onto a single curve for the three
different nanoparticles. The linear dependence of re-
lative diffusivity on void fraction persisted even when
the distance between posts was only of the order
of three times the particle size. A similar reduction
in diffusion coefficientwith increase in obstacle density
and linear relationship between the relative diffusivity
and void fraction was observed for several cases
of probe diffusion in crowded media;33,34 by contrast,
in periodic 3-D porous media a nonlinear relation-
ship between relative diffusivity and the confinement

parameter was observed over a similar confinement
range.26

The diffusivities reported in Figure 5 were derived
from averaged measurements of relaxation time or
ensemble-averaged mean-squared displacements.
The image structure function D(q,Δt), however, was
not adequately represented by a single exponential
function, as would be expected for a relaxation process
with a single time scale (e.g., for nanoparticles diffusing
in a homogeneous medium), but was instead best
modeled as a stretched exponential eq 2with a stretch-
ing exponent r(q). To gain further insight into the
effect of confinement induced by the post arrays on
the distribution of dynamics of the nanoparticles, we
therefore examined the behavior of r(q). Typically,
stretched exponential behavior (i.e., r(q) < 1) is attrib-
uted to the underlying presence of several relaxation
processes with distinct relaxation times that act addi-
tively to provide the collective response observed.
We found that, for a given nanoparticle diameter and
a given post spacing, r(q) was nearly constant over
1 order of magnitude in wavevector q (Supporting
Information, Figure S6). We therefore report a single
stretching exponent Æræ, which is a function only of the
diameter of the nanoparticles and the spacing be-
tween the posts, as a function of the void fraction
and confinement scale. We found that the stretching
exponent Æræ describing the dynamics of nanoparticles
in post arrays became smaller as the spacing between
the posts was decreased (that is, at smaller void frac-
tion θ and larger confinement parameter ζ collapsed
on to a single scaling curve with θ and ζ irrespective of
particle size) and followed a roughly linear relationship
with q and ζ (Figure 6). These results indicate that
confinementmodifies the distribution of the relaxation
processes within the sample. A detailed description
of the mathematical consequences of the relaxation
described by a stretched exponential functional form35

is given in the Supporting Information.
Analysis of trajectories of single particles revealed

a more direct manifestation of the distribution of

Figure 4. Mean squared displacement ÆΔx2(Δt)æ as a func-
tion of delay time Δt for 400 nm nanoparticles diffusing
freely (black square) and in post arrays with S = 4 μm, ζ =
0.105 (orange diamond); S = 1.8 μm, ζ = 0.237 (olive right
triangle); and S = 1.2 μm, ζ = 0.354 (navy star). ÆΔx2(Δt)æ
scales linearly asΔt across the range of delay times probed.

Figure 5. Relative diffusivity D/D0 as a function of (a) void fraction θ and (b) confinement parameter ζ (=dNP/S), measured by
DDM (filled symbols) and single particle tracking (open symbols), for aqueous dispersions of nanoparticles of diameter of
400 (black square), 300 (red circle), and 200 nm (violet triangle). The relative diffusivity scales linearly with θ and ζ.
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Here, we focused on transport at zero shear rate and
investigated the dynamics of nanoparticles diffusing in
nanopost arrays. We fabricated arrays of nanoposts
with a diameter of 500 nm arranged on a square lattice
with spacing of 1.2!10 μm using an electron-beam
lithography process. The dynamics of nanoparticles
of diameter ranging from 200 to 400 nm diffusing in
thesemediaweremeasured using differential dynamic
microscopy and single-particle tracking. As the nano-
particles were increasingly confined by the array of
posts, we found that the image structure function could
notbe fit by a single exponential but insteadwas bestfit
by a stretched exponential function. The relative diffu-
sivity and the stretching exponent extracted from the
stretched exponential fits decreased approximately
linearly as the void fraction of the nanopost array
was decreased or as the ratio between the particle
diameter and nanopost spacing was increased. We
confirmed this behavior in direct-space measurements
using single-particle tracking. The slowing of dynamics
is consistent with confinement of the nanoparticle
by the cylindrical posts. The emergence of a spectrum
of relaxation times suggests either a heterogeneous
environment on a length scale comparable to the
particle size or an analogy to vitrification29 of the nano-
particles in confined geometries.

RESULTS AND DISCUSSION

We collected time-resolved fluorescence optical
micrographs for the 200 to 400 nm nanoparticles
diffusing in the bulk and in microfabricated post arrays
(Figure 1) with post spacing ranging from 1.2 to 10 μm
corresponding to a void fraction (θ) range of 0.76 to
1 and a confinement parameter (ζ) range of 0 to 0.35.
From time series of fluorescence images, we calculated
the delay-time dependence of the azimuthally aver-
aged image structure function D(q,Δt).
For each wavevector q, the magnitude of D(q,Δt)

increased with increasing delay time Δt, as shown in
Figure 2, indicating that the positions of nanoparticles
became increasingly uncorrelated from their original
positions with increasing Δt. For particles diffusing in
the bulk and in large spacing post arrays (Figure 2a!c),
D(q,Δt) reached a plateau at longΔt, whereas for those
diffusing in the small spacing post arrays (Figure 2d,e),
no plateau was observed even at the longest delay
times accessed in these experiments. Nonetheless, the
temporal evolution of the structure function for
these confined cases exhibited at least two distinctive
dynamic events. We attributed the fastest of these
events to the diffusive dynamics of the nanoparticles in
the confined media. We were unable to reasonably
capture the longer dynamics in the structure function
data in these experiments. Because the slower dynamical
event was not observed in confined media at small
values of the wavevector q (Figure 2f), we attributed
the changes in D(q,Δt) on long time scales, observed at

large q for confined samples, to the dynamics corre-
sponding to the jump between two “caged” domains or

Figure 1. (a) Schematic of cylindrical post arrays filled
with polystyrene nanoparticle dispersions. (b, c) Scanning
electron micrographs of posts of diameter dp = 500 nm,
(b) height H = 10 μm and spacing S = 6 μm, and (c) height
H = 11.9 μm and spacing S = 1.6 μm.

Figure 2. Structure function D(q,Δt) as a function of delay
timeΔt at q= 8 μm!1 (a, d), q= 5 μm!1 (b, e), and q = 2 μm!1

(c, f) for 400 nm diameter nanoparticles diffusing in two
different post arrays using fluorescenceDDM. Panels (a), (b),
and (c) present data obtained for a post spacing S=8μm, ζ=
0.051; panels (d), (e), and (f) present data obtained for S =
1.6 μm, ζ = 0.270. Dashed blue lines (notated as E) represent
fits to a simple exponential model eq 1), and solid red lines
(notated as SE) represent fits to a stretched exponential
model (eq 2).
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Here, we focused on transport at zero shear rate and
investigated the dynamics of nanoparticles diffusing in
nanopost arrays. We fabricated arrays of nanoposts
with a diameter of 500 nm arranged on a square lattice
with spacing of 1.2!10 μm using an electron-beam
lithography process. The dynamics of nanoparticles
of diameter ranging from 200 to 400 nm diffusing in
thesemediaweremeasured using differential dynamic
microscopy and single-particle tracking. As the nano-
particles were increasingly confined by the array of
posts, we found that the image structure function could
notbe fit by a single exponential but insteadwas bestfit
by a stretched exponential function. The relative diffu-
sivity and the stretching exponent extracted from the
stretched exponential fits decreased approximately
linearly as the void fraction of the nanopost array
was decreased or as the ratio between the particle
diameter and nanopost spacing was increased. We
confirmed this behavior in direct-space measurements
using single-particle tracking. The slowing of dynamics
is consistent with confinement of the nanoparticle
by the cylindrical posts. The emergence of a spectrum
of relaxation times suggests either a heterogeneous
environment on a length scale comparable to the
particle size or an analogy to vitrification29 of the nano-
particles in confined geometries.

RESULTS AND DISCUSSION

We collected time-resolved fluorescence optical
micrographs for the 200 to 400 nm nanoparticles
diffusing in the bulk and in microfabricated post arrays
(Figure 1) with post spacing ranging from 1.2 to 10 μm
corresponding to a void fraction (θ) range of 0.76 to
1 and a confinement parameter (ζ) range of 0 to 0.35.
From time series of fluorescence images, we calculated
the delay-time dependence of the azimuthally aver-
aged image structure function D(q,Δt).
For each wavevector q, the magnitude of D(q,Δt)

increased with increasing delay time Δt, as shown in
Figure 2, indicating that the positions of nanoparticles
became increasingly uncorrelated from their original
positions with increasing Δt. For particles diffusing in
the bulk and in large spacing post arrays (Figure 2a!c),
D(q,Δt) reached a plateau at longΔt, whereas for those
diffusing in the small spacing post arrays (Figure 2d,e),
no plateau was observed even at the longest delay
times accessed in these experiments. Nonetheless, the
temporal evolution of the structure function for
these confined cases exhibited at least two distinctive
dynamic events. We attributed the fastest of these
events to the diffusive dynamics of the nanoparticles in
the confined media. We were unable to reasonably
capture the longer dynamics in the structure function
data in these experiments. Because the slower dynamical
event was not observed in confined media at small
values of the wavevector q (Figure 2f), we attributed
the changes in D(q,Δt) on long time scales, observed at

large q for confined samples, to the dynamics corre-
sponding to the jump between two “caged” domains or

Figure 1. (a) Schematic of cylindrical post arrays filled
with polystyrene nanoparticle dispersions. (b, c) Scanning
electron micrographs of posts of diameter dp = 500 nm,
(b) height H = 10 μm and spacing S = 6 μm, and (c) height
H = 11.9 μm and spacing S = 1.6 μm.

Figure 2. Structure function D(q,Δt) as a function of delay
timeΔt at q= 8 μm!1 (a, d), q= 5 μm!1 (b, e), and q = 2 μm!1

(c, f) for 400 nm diameter nanoparticles diffusing in two
different post arrays using fluorescenceDDM. Panels (a), (b),
and (c) present data obtained for a post spacing S=8μm, ζ=
0.051; panels (d), (e), and (f) present data obtained for S =
1.6 μm, ζ = 0.270. Dashed blue lines (notated as E) represent
fits to a simple exponential model eq 1), and solid red lines
(notated as SE) represent fits to a stretched exponential
model (eq 2).
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Applications: complex geometries (ii)

Jacob, He, Retterer, Krishnamoorti, and JCC, Soft Matter Advance Article (2015)

Key result: Hydrodynamic 
models for slit diffusion 
describe slowing of 
diffusion in nanopost arrays 0.4
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monotonically. For this experimental setup, B(q) is nearly
constant across all wave vectors q (Fig. S5–S7 in the ESI†). At
high q values, the short time plateaus of the ISFs are not well
resolved. Therefore, to determine a best fit we choose as the
initial value for B(q) a wave-vector-independent value that was
obtained from fitting of the low-q ISF data.

When the nanoparticles are confined, the image structure
function (ISF) can no longer be fitted using the simple exponential
function in eqn (1). Neither the short-time plateau nor the
turnover to the long-time plateau can be well described by an
exponential, as shown in Fig. 3(b) and (c), and the deviation
from an exponential fitting function becomes increasingly
pronounced as confinement is increased. Instead, the ISF is
fitted using a stretched exponential model,14

Dðq;DtÞ ¼ AðqÞ 1$ exp $ Dt
tðqÞ

! "rðqÞ
( )" #

þ BðqÞ (2)

Four parameters (A(q), B(q), t(q), and the stretching exponent
r(q)) were extracted from the non-linear least squares fitting of

the ISF data, as shown in Fig. 3 and in the ESI† in Fig. S5–S17.
To interpret the diffusive dynamics we focus on two fitting
parameters, t(q) and r(q).

The stretching exponent r(q) measures the deviation of the
distribution of particle displacements from Gaussian behavior.
In previous work, we showed that the stretching exponent
characterizing the non-Gaussian behavior of the distribution of
particle displacements, obtained from particle-tracking, was propor-
tional to the stretching exponent characterizing the deviation of the
ISF from a simple exponential function, obtained by applying DDM
to the same series of microscopy images.14 The stretching exponents
r(q) obtained for all particles and all confinements in these
experiments are shown as a function of wave vector q in Fig. 4.
We find that r(q) is nearly constant at wave vectors below q E 2
mm$1. At higher wave vectors, r(q) decreases slightly as q increases;
the value of q at the crossover (e.g. for which r(q) o 0.95hr(q)i) is
approximately constant across the limited range of conditions for
which we observe a decrease in r(q) (reported in Table S1 of the
ESI†). Given the magnitude of the error bars, especially at high q,
no systematic understanding of the q-dependence of r(q) is feasible.

Fig. 2 (top) Schematic of experiments and averaging procedure. Azimuthal averaging is performed along arc lengths parallel to and perpendicular to the
post arrays. (bottom) Image structure function D(q, Dt) as a function of delay time Dt at q = 1 mm$1 for 300 nm diameter particles (a) diffusing freely and in
three different post arrays: (b) S = 1.0 mm, z = 0.28; (c) S = 0.8 mm, z = 0.36; (d) S = 0.4 mm, z = 0.76. Red diamonds represent particles travelling between
posts, blue circles represent particles diffusing toward the posts, and black triangles represent the isotropic average of all particles.
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monotonically. For this experimental setup, B(q) is nearly
constant across all wave vectors q (Fig. S5–S7 in the ESI†). At
high q values, the short time plateaus of the ISFs are not well
resolved. Therefore, to determine a best fit we choose as the
initial value for B(q) a wave-vector-independent value that was
obtained from fitting of the low-q ISF data.

When the nanoparticles are confined, the image structure
function (ISF) can no longer be fitted using the simple exponential
function in eqn (1). Neither the short-time plateau nor the
turnover to the long-time plateau can be well described by an
exponential, as shown in Fig. 3(b) and (c), and the deviation
from an exponential fitting function becomes increasingly
pronounced as confinement is increased. Instead, the ISF is
fitted using a stretched exponential model,14

Dðq;DtÞ ¼ AðqÞ 1$ exp $ Dt
tðqÞ
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Four parameters (A(q), B(q), t(q), and the stretching exponent
r(q)) were extracted from the non-linear least squares fitting of

the ISF data, as shown in Fig. 3 and in the ESI† in Fig. S5–S17.
To interpret the diffusive dynamics we focus on two fitting
parameters, t(q) and r(q).

The stretching exponent r(q) measures the deviation of the
distribution of particle displacements from Gaussian behavior.
In previous work, we showed that the stretching exponent
characterizing the non-Gaussian behavior of the distribution of
particle displacements, obtained from particle-tracking, was propor-
tional to the stretching exponent characterizing the deviation of the
ISF from a simple exponential function, obtained by applying DDM
to the same series of microscopy images.14 The stretching exponents
r(q) obtained for all particles and all confinements in these
experiments are shown as a function of wave vector q in Fig. 4.
We find that r(q) is nearly constant at wave vectors below q E 2
mm$1. At higher wave vectors, r(q) decreases slightly as q increases;
the value of q at the crossover (e.g. for which r(q) o 0.95hr(q)i) is
approximately constant across the limited range of conditions for
which we observe a decrease in r(q) (reported in Table S1 of the
ESI†). Given the magnitude of the error bars, especially at high q,
no systematic understanding of the q-dependence of r(q) is feasible.

Fig. 2 (top) Schematic of experiments and averaging procedure. Azimuthal averaging is performed along arc lengths parallel to and perpendicular to the
post arrays. (bottom) Image structure function D(q, Dt) as a function of delay time Dt at q = 1 mm$1 for 300 nm diameter particles (a) diffusing freely and in
three different post arrays: (b) S = 1.0 mm, z = 0.28; (c) S = 0.8 mm, z = 0.36; (d) S = 0.4 mm, z = 0.76. Red diamonds represent particles travelling between
posts, blue circles represent particles diffusing toward the posts, and black triangles represent the isotropic average of all particles.
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Conclusions, thoughts, and opportunities

• Differential dynamic microscopy (DDM) yields measurements 
of dynamics of nanoscale (≳50 nm) objects over a wave vector 
range of (approximate) 0.1 ≤ q ≤ 10 µm-1

• Advantages of DDM

- Submicron (sub-optical-resolution) dynamics

- Simple equipment (white light source, microscope, camera)

- Challenging samples: dense, opaque, multiply-scattering

• Disadvantages of DDM

- Inversion problem (but builds on years of DLS analysis)

• Opportunities and challenges

- Other soft materials (polymers? emulsions? cells?)

- Further adaptions of existing light-scattering methods



Backup DDM slides



Practical considerations for DDM expts

4. Sufficient heterodyne signal: ratio of signal-to-noise terms

2. Temporal incoherence: minimize source numerical aperture

1—3: Giavazzi, Cerbino, et al., Phys. Rev. E 80, 031403 (2009)
4, 5: JCC and collaborators

3. Spatial incoherence: examine wave vectors satisfying

q ⌧ 1

�� (microscope lamp: ∆λ ≈ 0.1 µm)

NA ⌧ 1

A(q)

B(q)
> 0.05

1. Finite thickness of sample chamber: 

(∆q: wavevector uncertainty)Lmin >
1

�q

5. Minimum and maximum wave vectors

qmin =

2⇡

max (l
x

, l
y

)

q
max

= min
⇣p

frame rate/D, 2⇡n sin (✓
max

)/�
⌘


